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Preface

When the first edition of the Handbook for Sound Engineers came out in 1987, it was subtitled the new Audio Cyclo-
pedia so that people who were familiar with Howard Tremain’s Audio Cyclopedia would understand that this is an
updated version of it. Today, the book stands on its own.

We have seen a tremendous change in the field of sound and acoustics since the first edition of the Handbook for
Sound Engineers came out. Digital is certainly finding its place in all forms of audio, however, does this mean analog
circuitry will soon be a thing of the past? Analog systems will still be around for a long time. After all, sound is ana-
log and the transfer of a sound wave to a microphone signal is analog and from the electronic signal to the sound wave
produced by the loudspeaker is analog.

What is changing is our methods of producing, reproducing, and measuring it. New digital circuitry and test equip-
ment has revolutionized the way we produce, reproduce and measure sound.

The Handbook for Sound Engineers discusses sound through seven sections, Acoustics, Electronic Components,
Electro-Acoustic Devices, Audio Electronic Circuits and Equipment, Recording and Playback, Design Application,
and Measurements.

When we listen to sound in different size rooms with different absorptions, reflections, and shape, we hear and feel
the sound differently. The Handbook for Sound Engineers explains why this occurs and how to control it.

Rooms for speech are designed for intelligibility by controlling shape, reflections and absorption while rooms for
music require very different characteristics as blend and reverberation time are more important than speech intelligi-
bility. Multipurpose rooms must be designed to satisfy both speech and music, often by changing the RT60 time
acoustically by use of reflecting/absorbing panels or by designing for speech and creating the impression of increased
RT60 through ambisonics. Open plan rooms require absorbent ceilings and barriers and often noise masking. Studios
and control rooms have a different set of requirements than any of the above.

There are many types of microphones. Each installation requires a knowledge of the type and placement of micro-
phones for sound reinforcement and recording. It is important to know microphone basics, how they work, the various
pickup patterns, sensitivity and frequency response for proper installation.

To build, install, and test loudspeakers, we need to know the basics of loudspeaker design and the standard meth-
ods of making measurements. Complete systems can be purchased, however, it is imperative the designer understand
each individual component and the interrelation between them to design and install custom systems.

With the advent of digital circuitry, sound system electronics is changing. Where once each analog stage decreased
the SNR of the system and increased distortion, digital circuitry does not reduce the SNR or increase distortion in the
normal way. Digital circuitry is not without its problems however. Sound is analog and to transfer it to a digital signal
and change it back to an analog signal does cause distortions. To understand this the Handbook for Sound Engineers
delves into DSP technology, virtual systems, and digital interfacing and networking.

Analog disk and magnetic recording and playback have changed considerably in the past few years and are still
used around the world. The CD has been in the United States since 1984. It is replacing records for music libraries
because of its ability to almost instantly locate a spot in a 70+ minute disc. Because a disc can be recorded and rere-
corded from almost any personal computer, disc jockeys and home audiophiles are producing their own CDs. Midi is
an important part of the recording industry as a standardized digital communications language that allows multiple
related devices to communicate with each other whether they be electronic instruments, controllers or computers.

The design of sound systems requires the knowledge of room acoustics, electroacoustic devices and electronic
devices. Systems can be single source, multiple source, distributed, signal delayed, installed in good rooms, in bad
rooms, in large rooms, or small rooms, all with their own particular design problems. Designing a system which
should operate to our specs, but where we did not take into consideration the proper installation techniques such as
grounding and common mode signal, can make a good installation poor and far from noise and trouble free. The
Handbook for Sound Engineers covers these situations, proper installation techniques, and how to design for best
speech intelligibility or music reproduction through standard methods and with computer programs.

The new integrated circuits, digital circuitry and computers have given us new sophisticated test gear unthought of
a few years ago, allowing us to measure in real time, in a noisy environment, and measure to accuracies never before
realized. It is important to know, not only what to measure, but how to measure it and then how to interpret the results.
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Fiber optic signal transmission is solidly in the telephone industry and it is becoming more popular in the audio
field as a method of transmitting signals with minimum noise, interference and increased security. This does not mean
that hard-wired transmission will not be around for a long time. It is important to understand the characteristics of
fiber optics, wire and cable and their affects on noise, frequency response and signal loss.

The book also covers message repeaters, interpretation systems, assistive listening systems, intercoms, modeling
and auralization, surround sound, and personal monitoring.

The sound level through mega-loudspeakers at rock concerts, through personal iPods, and random noise from
machinery, etc. is constantly increasing and damaging our hearing. The Handbook for Sound Engineers addresses this
problem and shows one method of monitoring noisy environments.

Many of us know little about our audio heritage, therefore a chapter is dedicated to sharing the history of these
men who, through their genius, have given us the tools to improve the sound around us.

No one person can be knowledgeable in all the fields of sound and acoustics. This book has been written by those
people who are considered, by many, as the most knowledgeable in their field.

Glen Ballou
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Introduction

This chapter is the DNA of my ancestors, the giants
who inspired and influenced my life. If you or a hun-
dred other people wrote this chapter, your ancestors
would be different. I hope you find reading the DNA of
my ancestors worthwhile and that it will provoke you
into learning more about them.

Interest in my audio and acoustic ancestors came
about by starting the first independent Hi-Fi shop, The
Golden Ear, in Lafayette, Indiana in early 1952. The
great men of hi-fi came to our shop to meet with the
audio enthusiasts from Purdue: Paul Klipsch, Frank
MclIntosh, Gordon Gow, H.H. Scott, Saul Marantz,
Rudy Bozak, Avery Fisher—manufacturers who exhib-
ited in the Hi-Fi shows at the Hollywood Roosevelt and
the Hilton in New York City. We sold our shops in Indi-
anapolis and Lafayette in 1955, and took an extended
trip to Europe. In 1958 I went to work for Paul Klipsch
as his “President in charge of Vice.” Mr. Klipsch intro-
duced me to Lord Kelvin, the Bell Labs West Street per-
sonnel, as well as his untrammeled genius.

Altec was the next stop, with my immediate manager
being “the man who made the motion picture talk.” At
Altec I rubbed against and was rubbed against by the
greats and those who knew the greats of the inception of
the Art. This resulted in our awareness of the rich sense
of history we have been a part of and we hope that shar-
ing our remembrance will help you become alert to the
richness of your own present era.

In 1972 we were privileged to work with the leaders
in our industry who came forward to support the first
independent attempt at audio education, Synergetic
Audio Concepts (Syn-Aud-Con). These manufacturers
represented the best of their era and they shared freely
with us and our students without ever trying to “put
strings on us.”

Genesis

The true history of audio consists of ideas, men who
envisioned the ideas, and those rare products that repre-
sented the highest embodiment of those ideas. The men
and women who first articulated new ideas are regarded
as discoverers. Buckminster Fuller felt that the terms
realization and realizer were more accurate.

Isaac Newton is credited with “We stand on the
shoulders of giants” regarding the advancement of
human thought. The word science was first coined in
1836 by Reverend William Hewell, the Master of Trinity
College, Cambridge. He felt the term, natural philoso-
pher, was too broad, and that physical science deserved a

separate term. The interesting meaning of this word
along with entrepreneur-tinkerer allows one a meaning-
ful way to divide the pioneers whose work, stone by
stone, built the edifice we call audio and acoustics.

Mathematics, once understood, is the simplest way
to fully explore complex ideas but the tinkerer often
was the one who found the “idea” first. In my youth I
was aware of events such as Edwin Armstrong’s con-
struction of the entire FM transmitting and reception
system on breadboard circuits. A successful demonstra-
tion then occurred followed by detailed mathematical
analysis by the same men who earlier had used mathe-
matics to prove its impossibility. In fact, one of the
mathematician’s papers on the impossibility of FM was
directly followed at the same meeting by a working
demonstration of an FM broadcast by Armstrong.

The other side of the coin is best illustrated by James
Clerk Maxwell (1831-1879), working from the
non-mathematical seminal work of Michael Faraday.

Michael Faraday
had a brilliant mind that
worked without the
encumbrance of a for- |
mal education. His
experiments were with
an early Volta cell,
given him by Volta
when he traveled to
Italy with Sir Humphry
Davy as Davy’s assis-
tant. This led to his
experiments with the
electric field and com-
passes. Faraday envi-
sioned fields of force around wires where others saw
some kind of electric fluid flowing through wires. Fara-
day was the first to use the terms electrolyte, anode,
cathode, and ion. His examination of inductance led to
the electric motor. His observations led his good friend,
James Clerk Maxwell, to his remarkable equations that
defined electromagnetism for all time.

A conversation with William Thomson (later Lord
Kelvin) when Thomson was 21 led Faraday to a series
of experiments that showed that Thomson’s question as
to whether light was affected by passing through an
electrolyte—it wasn’t—led to Faraday’s trying to pass
polarized light past a powerful magnet to the discover
the magneto-optical effect (the Faraday effect). Diamag-
netism demonstrated that magnetism was a property of
all matter.

Faraday was the perfect example of not knowing
mathematics freed him from the prejudices of the day.

Michael Faraday
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James Clerk Max-
well was a youthful
friend of Faraday and a
mathematical genius
on a level with New-
ton. Maxwell took Far-
aday’s theories of
electricity and mag- [
netic lines of force into |
a mathematical formu-
lation. He showed that
an oscillating electric
charge produces an
electromagnetic field.
The four partial differ-
ential equations were
first published in 1873 and have since been thought of
as the greatest achievement of the 19th century of
physics.

Maxwell’s equations are the perfect example of
mathematics predicting a phenomenon that was
unknown at that time. That two such differing mind-sets
as Faraday and Maxwell were close friends bespeaks
the largeness of both men.

These equations brought the realization that, because
charges can oscillate with any frequency, visible light
itself would form only a small part of the entire spec-
trum of possible electromagnetic radiation. Maxwell’s
equations predicted transmittable radiation which led
Hertz to build apparatus to demonstrate electromag-
netic transmission.

J. Willard Gibbs, America’s greatest contributor to
electromagnetic theory, so impressed Maxwell with his
papers on thermodynamics that Maxwell constructed a
three-dimensional model of Gibbs’s thermodynamic
surface and, shortly before his death, sent the model to
Gibbs.

G.S. Ohm, Alessandro Volta, Michael Faraday,
Joseph Henry, Andre Marie Ampere, and G.R. Kirch-
hoff grace every circuit analysis done today as resis-
tance in ohms, potential difference in volts, current in
amperes, inductance in henrys, and capacity in farads
and viewed as a Kirchhoff diagram. Their predecessors
and contemporaries such as Joule (work, energy, heat),
Charles A. Coulomb (electric charge), Isaac Newton
(force), Hertz (frequency), Watt (power), Weber (mag-
netic flux), Tesla (magnetic flux density), and Siemens
(conductance) are immortalized as international S.I.
derived units. Lord Kelvin alone has his name inscribed
as an S.I. base unit.

As all of this worked its way into the organized
thinking of humankind, the most important innovations

James Clerk Maxwell

were the technical societies formed around the time of
Newton where ideas could be heard by a large receptive
audience. Some of the world’s best mathematicians
struggled to quantify sound in air, in enclosures, and in
all manner of confining pathways. Since the time of
Euler (1707-1783), Lagrange (1736—1813), and
d’Alembert (1717-1783), mathematical tools existed to
analyze wave motion and develop field theory.

By the birth of the 20th
century, workers in the
telephone industry com-
prised the most talented
mathematicians and
experimenters. Oliver
Heaviside’s operational
calculus had been super-
seded by Laplace trans-
forms at MIT (giving them
an enviable technical lead
in education).

Oliver Heavyside
1893—The Magic Year

At the April 18, 1893 meeting of the American Institute
of Electrical Engineers in New York City, Arthur Edwin
Kennelly (1861-1939) gave a paper entitled
“Impedance.”

That same year General
Electric, at the insistence of
Edwin W. Rice, bought
Rudolph Eickemeyer’s
company for his trans-
former patents. The genius
Charles Proteus Steinmetz
(1865-1923) worked for
Eickemeyer. In the saga of
great ideas, I have always
been as intrigued by the
managers of great men as
much as the great men

Fdwin W. Rice

themselves. E.W. Rice of
General Electric personi-
fied true leadership when
he looked past the mis-
shapened dwarf that was
Steinmetz to the mind
present in the man. Gen-
eral Electric’s engineering
preeminence proceeded
directly from Rice’s
extraordinary hiring of
Steinmetz.

Charles Proteus Steinmetz
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Dr. Michael I. Pupin of
Columbia University was
present at the Kennelly paper.
Pupin mentioned Oliver
Heaviside’s use of the word
impedance in 1887. This
meeting established the cor-
rect definition of the word
and established its use within
the electric industry. Ken-
nelly’s paper, along with the
ground-work laid by Oliver
Heaviside in 1887, was instrumental in introducing the
terms being established in the minds of Kennelly’s peers.

The truly extraordinary
Arthur Edwin Kennelly
(1861-1939) left school at the
age of thirteen and taught him-
self physics while working as a
telegrapher. He is said to “have
planned and used his time with
great efficiency,” which is evi-
denced by his becoming a mem-
ber of the faculty at Harvard in
1902 while also holding a joint
appointment at MIT from
1913-1924. He was the author of ten books and the
co-author of eighteen more, as well as writing more
than 350 technical papers.

Edison employed A.E. Kennelly to provide physics
and mathematics to Edison’s intuition and cut-and-try
experimentation. His classic AIEE paper on impedance
in 1893 is without parallel. The reflecting ionosphere
theory is jointly credited to Kennelly and Heaviside and
known as the Kennelly-Heaviside layer. One of Ken-
nelly’s Ph.D. students was Vannevar Bush, who ran
American’s WWII scientific endeavors.

In 1893 Kennelly proposed impedance for what had
been called apparent resistance, and Steinmetz sug-
gested reactance to replace inductance speed and watt-
less resistance. In the 1890 paper, Kennelly proposed
the name henry for the unit of inductance. A paper in
1892 that provided solutions for RLC circuits brought
out the need for agreement on the names of circuit ele-
ments. Steinmetz, in a paper on hysteresis, proposed the
term reluctance to replace magnetic resistance. Thus, by
the turn of the 20th century the elements were in place
for scientific circuit analysis and practical realization in
communication systems.

Arthur E. Kennelly’s writings on impedance were
meaningfully embellished by Charles Proteus Stein-
metz’s use of complex numbers. Michael Pupin, George

Dr. Michael I. Pupin

Arthur Edwin Kennelly

A. Campbell, and their fellow engineers developed filter
theory so thoroughly as to be worthwhile reading today.

Steinmetz was not at the April 18, 1893 meeting, but
sent in a letter of comment which included,

1t is, however, the first instance here, so far as I
know, that the attention is drawn by Mr. Kennelly
to the correspondence between the electric term
“impedance” and the complex numbers.

The importance hereof lies in the following:
The analysis of the complex plane is very well
worked out, hence by reducing the technical
problems to the analysis of complex quantities
they are brought within the scope of a known
and well understood science.

The fallout from this seminal paper, its instantaneous
acceptance by the other authorities of the day, its
coalescing of the earlier work of others, and its utiliza-
tion by the communication industry within a decade,
makes it easily one of the greatest papers on audio ever
published, even though Kennelly’s purpose was to aid
the electric power industry in its transmission of energy.

The generation, transmission, and distribution of
electromagnetic energy today has
no meaning in itself, but only
gains meaning if information is |
conveyed, thus the tragedy of the [
use of mankind’s precious &
resources to convey trash.

Nikola Tesla (1856-1943) £
working with Westinghouse
designed the AC generator that §
was chosen in 1893 to power the
Chicago World’s Fair

Nikola Tesla

Bell Laboratories and Western Electric

The Univer-
sity of Chi-
cago, at the
end of the
turn of the
19th century
into the 20th
century, had
Robert Milli-
kan, Amer-
ica’s foremost physicist. Frank
Jewett, who had a doctorate in physics from MIT, and
now worked for Western Electric, was able to recruit
Millikan’s top students.

Frank Jewett

~ Robert Millikan
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George A. Campbell
(1870-1954) of the Bell
Telephone Laboratories,
had by 1899 developed suc-
cessful “loading coils”
capable of extending the
range and quality of the, at
that time, unamplified tele-
phone circuits. Unfortu-
nately, Professor Michael
Pupin had also conceived
the idea and beat him to the
patent office. Bell Tele-
phone paid Pupin $435,000
for the patent and by 1925 the Campbell-designed load-
ing coils had saved Bell Telephone Co. $100,000,000 in
the cost of copper wire alone.

To sense the ability of loading coils to extend the
range of unamplified telephone circuits, Bell had
reached New York to Denver by their means alone.
Until Thomas B. Doolittle evolved a method in 1877 for
the manufacture of hard drawn copper, the metal had
been unusable for telephony due to its inability to sup-
port its own weight over usable distances. Copper wire
went from a tensile strength of 28,000 Ibs/in2 with an
elongation of 37% to a tensile strength of 65,000 Ibs/in2,
an elongation of 1%.

Campbell’s paper in 1922,
“Physical Theory of the Elec-
tric Wave Filter” is still worth-
while reading today. I
remember asking Dr. Thomas
Stockham, “Do digital filters
ring under transient condi-
tions?” Dr. Stockham, (his
wife, Martha, said that she
worshipped the air he walked
on), replied “Yes” and pointed
out that it’s the math and not
the hardware that determines
what filters do. Papers like
Campbell’s are pertinent to Quantum filters, when they
arrive, for the same reasons Dr. Stockham’s answer to
my question about digital filters was valid.

Bell Telephone Laboratories made an immense step
when H.D. Arnold designed the first successful elec-
tronic repeater amplifier in 1913.

H.D. Arnold at Bell Laboratories had taken DeFor-
est’s vacuum tube, discarded DeForest’s totally false
understanding of it, and, by establishing a true vacuum,
improved materials and a correct electrical analysis of
its properties enabled the electronic amplification of

George A. Campbell

Dr. Thomas Stockham

voice signals. DeForest is credited with putting a “grid”
into a Fleming value.

Sir Ambrose J. Fleming
(1848-1945) is the English
engineer who invented the
two-electrode rectifier which
he called the thermionic
valve. It later achieved fame
as the Fleming valve and was
patented in 1904. DeForest
used the Fleming valve to
place a grid element in
between the filament and the
plate. DeForest didn’t under-
stand how a triode operated, but fortunately Armstrong,
Arnold, and Fleming did.

Another Fleming—Sir Arthur (1881-1960)—
invented the demountable high power thermionic valves
that helped make possible the installation of the first
radar stations in Great Britain just before the outbreak
of WWIL.

The facts are that DeForest never understood what
he had done, and this remained true till his death.
DeForest was never able, in court or out, to correctly
describe how a triode operated. He did however; pro-
vide a way for large corporations to challenge in court
the patents of men who did know.

With the advent of cop-
per wire, loading coils, and
Harold D. Arnold’s vacuum
tube amplifier, transconti-
nental telephony was estab-
lished in 1915 using 130,000
telephone poles, 2500 tons of
copper wire, and three vac-
uum tube devices to
strengthen the signal.

The Panama Pacific
Exposition in San Francisco
had originally been planned
for 1914 to celebrate the completion of the Panama
Canal but the canal was not completed until 1915. Bell
provided not only the first transcontinental telephony,
but also a public address system at those ceremonies.

The advances in telephony led into recording tech-
nologies and by 19261928 talking motion pictures.
Almost in parallel was the development of radio. J.P.
Maxfield, H.C. Harrrison, A.C. Keller, D.G. Blattner
were the Western Electric Electrical recording pioneers.
Edward Wente’s 640A condenser microphone made that
component as uniform as the amplifiers, thus insuring
speech intelligibility and musical integrity.

Harold D. Arnold
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Harvey Fletcher (1884-1981)

In 1933, Harvey Fletcher,
Steinberg and Snow, Wente
and Thuras and a host of other
Bell Lab engineers gave birth
to “Audio Perspective” demon-
strations of three-channel ste-
reophonic sound capable of
exceeding the dynamic range
of the live orchestra. In the late
60s, William Snow was work-
ing with John Hilliard at Ling
Research, just down the street
from Altec. It was a thrill to
talk with him. He told me that
hearing the orchestra level raised several dB was more
astounding to him than the stereophonic part of the
demonstration.

Harvey Fletcher

Edward C. Wente and
Albert L. Thuras were
responsible for full range,
low distortion, high-pow-
ered sound reproduction
using condenser micro-
phones, compression driv-
ers, multicelluar expo
nential horns, heavy duty
loaded low-frequency
enclosures, the bass reflex
enclosures, and both ampli-
fiers and transmission lines, built to standards still chal-
lenging today. The Fletcher loudspeaker was a
three-way unit consisting of an 18 inch low-frequency
driver, horn loaded woofer, the incomparable W.E. 555
as a midrange, and the W.E. 597A high-frequency unit.

Edward Wente

W.E. 555 driver

Albert L. Thuras

In 1959, I went with
Paul W. Klipsch to Bell
Labs where we jointly
presented our redo of
their 1933 Audio Per-
spective geometry tests.
The demo was held in
the Arnold Auditorium
and afterward we were
shown one of the origi-
nal Fletcher loudspeak-
ers. Western Electric
components like the |
555 and 597 are to be @&
found today in Japan
where originals sell for
up to five figures. It is
estimated that 99% of
the existing units are in
Japan. (As a side note, |
genuinely earned a
“Distinguished Fear of Flying Cross” with Paul Klipsch
in his Cessna 180, the results of which entertained many
Syn-Aud-Con classes.

Paul Klipsch with
his Cessna 180

Paul Klipsch in the cockpit
of his Cessna 180

The Western
Electric 640A was
superseded by the
640AA condenser
microphone in 1942,
still used today as a
measurement stan-
dard by those fortu-
nate enough to own
one. The 640A was a
key component in the
reproduction of the
full orchestra in
1933. When rede-
signed in 1942 as the
640AA, Bell Labs
turned over the manufacturing of the capsule to Bruel
and Kjaer as the B&K 4160.

Rice and Kellogg’s seminal 1925 paper and Edward
Wente’s 1925 patent #1,333,744 (done without knowl-
edge of Rice and Kellogg’s work) established the basic
principle of the direct-radiator loudspeaker with a small
coil-driven mass controlled diaphragm in a baftle pos-
sessing a broad mid-frequency range of uniform
response.

Rice and Kellogg also contributed a more powerful
amplifier design and the comment that for reproduced
music the level should be that of the original intensity.

Paul Kilpsch and his assistant
in his lab in Hope, Arkansas
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Negative Feedback—1927

In 1927 Harold S. Black, while
watching a Hudson River ferry
use reverse propellers to dock,
conceived negative feedback for
power amplifiers. With associ-
ates of the caliber of Harry
Nyquist and Hendrik Bode,
amplifier gain, phase, and sta-
bility, became a mathematical -"

theory of immense use in ﬁ
remarkably diverse technical Harold S. Black
fields. Black’s patent took nine

years to issue because the U.S. Navy felt it revealed too
much about how they adjusted their big guns and asked
that its publication be delayed.

The output signal of an
amplifier is fed back and com-
pared with the input signal,
developing a “difference signal”
if the two signals are not alike.
This signal, a measure of the
error in amplification, is applied
as additional input to correct the
functioning of the amplifier, so
as to reduce the error signal to
zero. When the error signal is
reduced to zero, the output cor-
responds to the input and no distortion has been intro-
duced. Nyquist wrote the mathematics for allowable
limits of gain and internal phase shift in negative feed-
back amplifiers, insuring their stability.

Hendrik Bode

Harry Nyquist (1889-1976)

Harry Nyquist worked at
AT&T’s Department of
Development and Research
from 1917 to 1934 and con-
tinued when it became Bell
Telephone Laboratories in
that year, until his retirement
in 1954.

The word inspired means
“to have been touched by the
hand of God.” Harry
Nyquist’s 37 years and 138
U.S. patents while at Bell
Telephone Laboratories per-
sonifies “inspired.” In acoustics the Nyquist plot is by
far my favorite for first look at an environment driven

Harry Nyquist

by a known source. The men privileged to work with
Harry Nyquist in thermal noise, data transmission, and
negative feedback all became giants in their own right
through that association.

Nyquist worked out the mathematics that allowed
amplifier stability to be calculated leaving us the
Nyquist plot as one of the most useful audio and acous-
tic analysis tools ever developed. His cohort, Hendrik
Bode, gave us the frequency and phase plots as separate
measurements.

Karl Kupfmuller (1897-1977) was a German engi-
neer who paralleled Nyquist’s work independently,
deriving fundamental results in information transmission
and closed-loop modeling, including a stability crite-
rion. Kupfmuller as early as 1928 used block diagrams
to represent closed-loop linear circuits. He is believed to
be the first to do so. As early as 1924 he had published
papers on the dynamic response of linear filters. For
those wishing to share the depth of understanding these
men achieved, Ernst Guillemin’s book, Introductory Cir-
cuit Theory, contains clear steps to that goal.

Today’s computers as well as digital audio devices
were first envisioned in the mid-1800s by Charles Bab-
bage and the mathematics discussed by Lady Lovelace,
the only legitimate daughter of Lord Byron. Lady Love-
lace even predicted the use of a computer to generate
musical tones. Harry Nyquist later defined the neces-
sity for the sampling rate for a digital system to be at
least twice that of the highest frequency desired to be
reproduced.

Nyquist and Shannon went from Nyquist’s paper on
the subject to develop “Information Theory.” Today’s
audio still uses and requires Nyquist plotting, Nyquist
frequency, the Nyquist-Shannon sampling theorem, the
Nyquist stability criterion, and attention to the John-
son-Nyquist noise. In acoustics the Nyquist plot is by
far my favorite for first look at an environment driven
by a known source.

The dB, dBm and the VI

The development of the dB from the mile of standard
cable by Bell Labs, their development and sharing of
the decibel, dB, the dBm, and the VU via the design of
VI devices changed system design into engineering
design.

Of note here to this generation, the label VU is just
that, VU, and has no other name, just as the instrument
is called a volume indicator, or VI. In today’s world, a
majority of technicians do not understand the dBm and
its remarkable usefulness in system design. An engineer
must know this parameter to be taken seriously.
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Bell Labs and Talking Motion Pictures

Bell Telephone Laboratories by the mid to late 1930s
had from the inception of talking motion pictures in
1927-1928 brought forth the condenser microphone,
exponential high frequency horns, exponential low fre-
quency loudspeakers, compression drivers, the con-
cepts of gain and loss, the dBm, the VU, in cooperation
with the broadcasting industry, and installed sound in
80% of the existing theater market.

Yes, there were earlier dabblers thinking of such
ideas but their ideas remained unfulfilled. What gener-
ated the explosive growth of motion picture
sound—even through the deepest depression—was that
only (1) entertainment, (2) tobacco, and (3) alcohol
were affordable to the many and solaced their mental
depression.

For physicists, Ak 7N
motion picture V
sound was that
age’s “space race”
and little boys fol- [®
lowed the sound F F
engineers down the
street saying, “He
made the movie
talk.” Dr. Eugene
Patronis sent me a
picture of the W.E.
loudspeaker sys-
tem installed in the late 1930s in which the engineer had
actually aligned the H.F. and L.F. drivers. Dr. Patronis
had worked in the projector booth as a teenager. He later
designed an outstanding loudspeaker system for the
AMC theater chain that was aligned and installed above
rather than behind the screen, thereby allowing much
brighter images. The system maintained complete spa-
tial location screen-center for the audio.

W.E. loudspeaker system
installed in the late 1930s

Motion Pictures—Visual versus Auditory

The first motion pictures were silent. Fortunes were
made by actors who could convey visual emotion.
When motion pictures acquired sound in 1928, a large
number of these well-known personalities failed to
make the transition from silent to sound. The faces and
figures failed to match the voices the minds of the silent
movie viewers had assigned them. Later, when radio
became television, almost all the radio talent was able to
make a transition because the familiar voices predomi-
nated over any mental visual image the radio listener
had assigned to that performer.

Often, at the opera, the great voices will not look the
part but, just a few notes nullify any negative visual
impression for the true lover of opera, whereas appear-
ance will not compensate for a really bad voice.

The Transition from Western Electric to Private
Companies

A remarkable number of the giants in the explosion in
precision audio products after WWII were alumni of
Western Electric-Bell Labs, MIT, and General Radio,
and in some cases, all three.

In 1928, a group of Western Electric engineers
became the Electrical Research Products, Inc. (ERPI),
to service the theaters. Finally a consent decree came
down, as a result of litigation with RCA, for W.E. to
divest itself of ERPI. At this point the engineers formed
All Technical Services or Altec. That is why it is pro-
nounced all-tech, not al-tech. They lived like kings in a
depressed economy. As one of these pioneer engineers
told me, “Those days were the equivalent of one ohm
across Fort Knox.” They bought the W.E. Theater
inventory for pennies on the dollar.

The motion picture com-
pany MGM had assembled, '
via Douglas Shearer, head of
the sound department, John
Hilliard, Dr. John Black-
burn, along with Jim Lan-
sing, a machinist, and Robert
Stephens, a draftsman. A
proprietary theater loud-
speaker was named the
Shearer horn. Dr. Blackburn
and Jim Lansing did the high
frequency units with Stephens, adapting the W.E. multi-
cell to their use. It was this system that led to John Hill-
iard’s correction of the blurred tapping of Eleanor
Powell’s very rapid tap dancing by signal aligning the
high and low frequency horns. They found that a 3 inch
misalignment was small enough to not smear the tap-
ping. (Late in the 1980s, I demonstrated that from 0 to
3 inch misalignment resulted in a shift in the polar
response.) Hilliard had previously found that there was
on the order of 1500° in phase shift in the early studio
amplification systems. He corrected the problem and
published his results in the 1930s.

After WWII, Hilliard and Blackburn, who both were
at MIT doing radar work during the war, went their sepa-
rate ways, with Hilliard joining Altec Lansing. Hilliard
received an honorary Ph.D. with a degree from the Hol-
lywood University run by Howard Termaine, the author

John Hilliard
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of the original Audio Encyclopedia, the forerunner to this
present volume, The Handbook for Sound Engineers.

Robert Lee Stephens left MGM in 1938 to found his
own company. In the early 1950s I witnessed demon-
strations of the Altec 604, the Stephens TruSonic
co-axial and the Jensen Triaxial, side by side in my hi-fi
shop, The Golden Ear. The Tru-Sonics was exception-
ally clean and efficient. Stephens also made special
15 inch low-frequency drivers for the early Klipschorns.
Hilliard, Stephens, Lansing and Shearer defined the the-
ater loudspeaker for their era with much of the design of
the Shearer multicells manufactured by Stephens.

When James Lansing (aka James Martinella) first
came west he adopted the Hollywood technique of a
name change. His brother, who worked for Altec
through his entire career, shortened his name to Bill
Martin, a truly skilled machinist who could tool any-
thing. In 1941, Altec bought Lansing Manufacturing
Company and changed the Altec name to Altec Lan-
sing Corp. James Lansing was enjoined by Altec to the
use of JBL rather than Lansing for product names. He
committed suicide in 1949, and JBL would have van-
ished except Edmond May, considered the most valu-
able engineer ever at JBL, stepped into the design
breach with a complete series of high quality products.

In 1947, Altec purchased Peerless Electrical Prod-
ucts Co. This brought in not only the first designers of
20-20,000 Hz output transformer, Ercel Harrison and
his talented right-hand man, Bob Wolpert, but also the
ability to manufacture what they designed. Ercel Harri-
son’s Peerless transformers are still without peer even
today.

In 1949, Altec acquired the Western Electric Sound
Products Division and began producing the W.E. prod-
uct lines of microphones and loudspeakers. It was said
that all the mechanical product tooling, such as turnta-
bles and camera items were dumped in the channel
between Los Angeles and Catalina.

Jim Noble, H.S. Morris, Ercel
Harrison, John Hillard, Jim Lan-
sing, Bob Stevens and Alex Bad-
mieff (my co-author for How to |
Build Speaker Enclosures) were
among the giants who populated
Altec and provided a glimpse into
the late 1920s, the fabulous
1930s, and the final integration of
W.E. Broadcasting and Record-
ing technologies into Altec in the
1950s.

Paul Klipsch in 1959 introduced me to Art Craw-
ford, the owner of a Hollywood FM station, who devel-

Jim Noble

oped the original duplex speaker. The Hollywood scene
has always had many clever original designers whose
ideas were for “one only” after which their ideas
migrated to manufacturers on the West coast.

Running parallel through the 20s and 30s with the
dramatic developments by Western Electric, Bell Labs,
and RCA were the entrepreneurial start-ups by men like
Sidney N. Shure of Shure Brothers, Lou Burroughs and
Al Kahn of what became Electro-Voice, and E. Norman
Rauland who from his early Chicago radio station
WENR went on to become an innovator in cathode ray
tubes for radar and early television.

When I first encountered these in men in the 50s,
they sold their products largely through parts pistribu-
tors. Starting the 1960s they sold to sound contractors.
Stromberg-Carlson, DuKane, RCA, and Altec were all
active in the rapidly expanding professional sound con-
tractor market.

A nearly totally overlooked engineer in Altec Lan-
sing history is Paul Veneklasen, famous in his own right
for the Western Electro Acoustic Laboratory, WEAL.
During WWII, Paul Veneklasen researched and
designed, through extensive outdoor tests with elaborate
towers, what became the Altec Voice of the Theater in
postwar America. Veneklasen left Altec when this and
other important work (the famed “wand” condenser
microphone) were presented as Hilliard’s work in Hill-
iard’s role as a figurehead. Similar tactics were used at
RCA with Harry Olson as the presenter of new technol-
ogy. Peter Goldmark of the CBS Laboratories was given
credit for the 331/; long playing record. Al Grundy was
the engineer in charge of developing it, but was swept
aside inasmuch as CBS used Goldmark as an icon for
their introductions. Such practices were not uncommon
when large companies attempted to put an “aura”
around personnel who introduced their new products, to
the chagrin and disgust of the actual engineers who had
done the work.

“This is the west, sir, and when a legend and the

facts conflict, go print the legend.”

From Who Shot Liberty Valance

Audio Publications

Prior to WWII, the IRE, Institute of Radio Engineers,
and the AIEE, American Institute of Electrical Engi-
neers, were the premier sources of technology applica-
ble to audio. The Acoustical Society of America filled
the role in matters of acoustics. I am one year older than
the JASA, which was first published in 1929. In 1963,
the IRE and AIEE merged to become the IEEE, the
Institute of Electrical and Electronic Engineers.
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In 1947, C.G. McProud published Audio Engineer-
ing that featured construction articles relevant to Audio.
Charles Fowler and Milton Sleeper started High Fidelity
in 1954. Sleeper later published Hi Fi Music at Home.
These magazines were important harbingers of the
explosive growth of component sound equipment in the
1950s.

The Audio Engineering Society, AES, began publi-
cation of their journal in January 1953. The first issue
contained an article written by Arthur C. Davis entitled,
“Grounding, Shielding and Isolation.”

Readers need to make a clear distinction in their
minds between magazines designed as advertising
media for “fashion design” sound products and maga-
zines that have the necessary market information requir-
ing the least reader screening of foolish claims. The
right journals are splendid values and careful perusal of
them can bring the disciplined student to the front of the
envelope rapidly.

The “High” Fidelity Equipment Designers

By the beginning of WWII,
Lincoln Walsh had designed
what is still today considered
the lowest distortion power
amplifier using all triode 2A3s.
Solid state devices, even today,
have yet to match the perfec-
tion of amplifiers such as Lin-
coln Walsh’s Brook with its all
triode 2A3s or Marantz’s EL34
all triode amplifier. The Walsh
amplifiers, with the linearity and harmonic structure
achieved by these seminal tube amplifiers, are still
being constructed by devotees of fidelity who also know
how to design reasonable efficiency loudspeakers. One
engineer that I have a high regard for tells the story,

Lincoln Walsh

It wasn 't that long ago I was sitting with the
editor of a national audio magazine as his
815,000 transistor amplifier expired in a puff of
smoke and took his 322,000 speakers along for
the ride. I actually saw the tiny flash of light as
the woofer voice coil vaporized from 30 A of dc
offset—true story folks.

In the 1950s, a group of Purdue University engineers
and I compared the Brook 10 W amplifier to the then
very exciting and unconventional 50 W Mclntosh. The
majority preferred the 10 W unit. Ralph Townsley, chief
engineer at WBAA, loaned us his peak reading meter.
This was an electronic marvel that weighed about 30 lbs

but could read the true full peak side-by-side with the
VU reading on two beautiful VI instruments. We found
that the ticks on a vinyl record caused clipping on both
amplifiers but the Brook handled these transients with
far more grace than the MclIntosh.

We later acquired a 200 W tube-type Mclntosh and
found that it had sufficient headroom to avoid clipping
over the Klipschorns, Altec 820s, etc.

When Dr. R.A. Greiner of the University of Wiscon-
sin published his measurements of just such effects, our
little group were appreciative admirers of his extremely
detailed measurements. Dr. Greiner could always be
counted on for accurate, timely, and when necessary,
myth-busting corrections. He was an impeccable source
of truth. The home entertainment section of audio
blithely ignored his devastating examination of their
magical cables and went on to fortunes made on fables.

Music reproduction went through a phase of, to this
writer, backward development, with the advent of
extremely low efficiency book shelf loudspeaker pack-
ages with efficiencies of 20-40 dB below the figures
which were common for the horn loudspeakers that
dominated the home market after WWII. Interestingly,
power amplifiers today are only 10-20 dB more power-
ful than a typical 1930s triode amplifier.

I had the good fortune to join Altec just as the fidel-
ity home market did its best to self-destruct via totally
unreliable transistor amplifiers trying to drive “sink-
holes” for power loudspeakers in a marketing environ-
ment of spiffs, department store products, and the
introduction of source material not attractive to trained
music listeners.

I say “good fortune” as the professional sound was,
in the years of the consumer hiatus, to expand and
develop in remarkable ways. Here high efficiency was
coupled to high power, dynamic growth in directional
control of loudspeaker signals, and the growing aware-
ness of the acoustic environment interface.

Sound System Equalization

Harry Olson and John Volk-
mann at RCA made many
advances with dynamical analo-
gies, equalized loudspeakers,
and an array of microphone
designs.

Dr. Wayne Rudmose was the
earliest researcher to perform
meaningful sound system
equalization. Dr. Rudmose pub-
lished a truly remarkable paper

Harry Olson
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in Noise Control (a supplementary journal of the Acous-
tical Society of America) in July 1958. At the AES ses-
sion in the fall of 1967, I gave the first paper on the
/3 octave contiguous equalizer. Wayne Rudmose was
the chairman of the session.

In 1969, a thorough discus-
sion of acoustic feedback that
possessed absolute relevance
to real-life equalization
appeared in the Australian
Proceedings of the IREE. “A
Feedback-Mode Ana-
lyzer/Suppressor Unit for
Auditorium Sound System
Stabilization” by J.E. Benson
and D.F. Craig, illustrating the
step-function behavior of the onset and decay of regen-
eration in sound systems.

These four sources constitute the genesis of modern
system equalization. Fixed equalization was employed
by many early experimenters including Kellogg and
Rice in the early 1920s, Volkmann of RCA in the 1930s,
and Dr. Charles Boner in the 1960s.

Dr. Boner is shown
here in the midst of
installing filters hard-
wired one at a time “until
the customer ran out of
money”— was a famous
quote. His demonstra-
tions of major improve-
ments in sound systems
installed in difficult envi-
ronments encouraged
many to further investi-
gate sound system design and installation practices, fol-
lowed by custom !5 octave equalization. His view of
himself was “that the sound system was the heart
patient and he was the Dr. DeBakey of sound.”

The equalization sys-
tem developed at Altec in
1967 by Art Davis (of
Langevin fame), Jim
Noble, chief electronics
engineer, and myself was
named Acousta-Voicing.
This program, coupled
precision measurement
equipment and specially
trained sound contractors, resulted in larger more pow-
erful sound systems once acoustic feedback was tamed
via band rejection filters spaced at /3 octave centers.

Dr. Wayne Rudmose

Dr. Charles Boner

Art Davis in his lab at Altec

Equalization dra- men Mg e 69
matically affected
quality in recording
studios and motion |
picture studios. I intro-
duced variable system
equalization in special
sessions at the screen-
ing facilities in August
1969 to the sound
heads of MGM—Fred
Wilson, Disney —
Herb Taylor, and Al Green—Warner Bros/7 Arts.

Sound system equalization, room treatment such as
Manfred Schroeder’s Residue Diffusers designed and
manufactured by Peter D’ Antonio, and the signal align-
ment of massive arrays led to previously unheard of live
sound levels in large venues.
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Acoustics

As Kelvin was to electrical theory so was John William
Strutt, Third Baron Rayleigh, to acoustics. He was
known to later generations as Lord Rayleigh
(1842-1919). I was employed by Paul W. Klipsch, a
designer and manufacturer of high quality loudspeaker
systems in the late 1950s. He told me to obtain and read
Lord Rayleigh’s The Theory of Sound. 1 did so to my
immense long term benefit. This remarkable three-vol-
ume tome remains the ultimate example of what a gen-
tleman researcher can achieve in a home laboratory.
Lord Rayleigh wrote,

The knowledge of external things which we
derive from the indications of our senses is for
the most part the result of inference.

The illusionary nature of reproduced sound, the paper
cone moving back and forth being inferred to be a musi-
cal instrument, a voice, or other auditory stimuli, was
vividly reinforced by the famous Chapter 1.

In terms of room acoustics,
Wallace Clement Sabine was
the founder of the science of
architectural acoustics. He
was the acoustician for
Boston Symphony Hall,
which is considered to be one
of the three finest concert
halls in the world. He was the
mountain surrounded by men
like Hermann, L.F. von Helm-
holtz, Lord Rayleigh, and

Wallace Clement Sabine
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others—early insights into how we listen and perceive.
As one both researches and recalls from experience the
movers and shakers of the audio-acoustic industry, the
necessity to publish ideas is paramount.
R il o] 1 o Modern com-
ﬁ/ - . | munication theory
- | has revealed to us a
little of the com-
plexity of the
human listener. The
« human brain has
from 1015 to 1017
bits of storage and
we are told an oper-
ating rate of 100,000 Teraflops per second. No wonder
some “sensitives” found difficulties in early digital
recordings and even today attendance at a live unampli-
fied concert quickly dispels the notion that reproduced
sound has successfully modeled live sound.

We have arrived in the 21st century with not only
fraudulent claims for products (an ancient art) but delib-
erately fraudulent technical society papers hoping to
deceive the reader. I once witnessed a faulty technical
article in a popular audio magazine that caused Mel
Sprinkle (authority on the gain and loss of audio cir-
cuits) to write a Letter to the Editor. The Editor wrote
saying Mel must be the one in error as a majority of the
Letters to the Editor sided with the original author—a
case of engineering democracy. We pray that no river
bridges will be designed by this democratic method.

Frederick Vinton Hunt of Harvard was one of the
intellectual offspring of men like Wallace Clement
Sabine. As Leo Beranek wrote,

Boston Symphony Hall

At Harvard, Hunt worked amid a spectacular
array of physicists and engineers. There was
George Washington Pierce, inventor of the
crystal oscillator and of magnetostriction trans-
ducers for underwater sound; Edwin H. Hall of
the Hall effect; Percy Bridgeman, Nobel
Lareate, whose wife had been secretary to
Wallace Sabine; A.E. Kennelly of the
Kennelly-Heaviside layer; W.F. Osgood, the
mathematician; O.D. Kellog of potential theory;
and F.A. Saunders, who was the technical heir at
Harvard to Sabine.

Hunt's success in 1938 of producing a wide
range 5 gram phonograph pickup that replaced
the 5 oz units then in use led to Hunt and
Beranek building large exponentially folded
horns, a very high power amplifier and the
introduction of much higher fidelity than had
previously been available.

Dr. Hunt attended the technical session at the Los
Angeles AES meeting in 1970 when I demonstrated the
computation of acoustic gain for the sound system at
hand, followed by Acousta-Voicing equalization in real
time on the first H.P. Real Time Analyzer, all in 20 min-
utes. Dr. Hunt’s remark to the audience following the
demonstration insured the immediate acceptance of
what we had achieved without any questions from the
previous doubters. Dr. Hunt took genuine interest in the
technology and was generous in his praise of our appli-
cation of it. He said, “I don’t fully understand how you
have done it, but it certainly works.”

Professional-Level Audio Equipment Scaled to
Home Use

World War II had two major consequences in my life (I
just missed it by one year). The first was going to col-
lege with the returning G.1.s and discovering the differ-
ence in maturity between a gung-ho kid and a real
veteran only one or two years older. The chasm was
unbridgeable and left a lifelong respect for anyone who
has served their country in the armed services.

As a young ham operator, I had obtained a very
small oscilloscope, McMillan, for use as a modulation
monitor. I had seen the General Radio type 525A at Pur-
due University, without realizing until many years later,
the genius it embodied by Professor Bedell of Cornell,
inventor of the linear sweep circuit, and H.H. Scott
while working on it as a student at MIT with a job at
General Radio as well.

The second was the pent-up explosion of talent in the
audio industry especially that part misnamed Ai-fidelity.
Precision high quality it was, fidelity we have yet to
achieve.

Directly after WWII a demand arose for professional
level sound equipment scaled to “in the home use.”
Innovators such as Paul Klipsch, Lincoln Walsh, Frank
Mclntosh, Herman Hosmer Scott, Rudy Bozak, Avery
Fisher, Saul Marantz, Alex Badmieff, Bob Stevens, and
James B. Lansing met the needs of those desiring qual-
ity sound capable of reproducing the FM broadcasts and
the fuller range that the advent of 33!/; vinyl records
brought about.

During the early 50s, Lafayette and West Lafayette
were two small towns across from each other on the
banks of the Wabash River. Our clientele, Indiana’s first
hi-fi shop, the Golden Ear, was drawn from Purdue Uni-
versity and men like those named above could draw
audiences equipped to appreciate their uniqueness. At
that period Purdue had one of the finest minds in audio
in charge of its broadcast station WBAA, Indiana’s first
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broadcasting station and consequently a “clear chan-
nel” that Ralph Townsley utilized to modulate
20-20,000 Hz low distortion AM signals. Those of us
who had Sargent Rayment TRF tuners had AM signals
undistinguishable from FM, except during electrical
storms. Any graduating Electrical engineer who could
pass Townsley’s basic audio networks test, for a job at
WBAA, was indeed an engineer who could think for
himself or herself about audio signals.

Great audio over AM radio in
the late 1920s and early 1930s
ran from the really well-engi-
neered Atwater Kent tuned radio
frequency receiver (still the best
§l way to receive AM signals via
1 such classics as the Sargent Ray-

ment TRF tuner) to the abso-
lutely remarkable, for its time,
E.H. Scott’s Quaranta (not to be
confused with the equally
famous H.H. Scott of postwar years).

This was a 48 tube super- |
heterodyne receiver built on six
chrome chassis weighing
620 1bs with five loudspeakers
(two woofers, midrange, and
high frequency units) biamped
with 50 W for the low frequen-
cies and 40 W for the high fre-
quencies. My first view of one
of these in the late 1930s
revealed that wealth could pro- 774
vide a cultural life.

Atwater Kent

Edwin Armstrong
(1890-1954) The Invention of Radio and Fidelity

The technical history of radio
is best realized by the inven-
tor/engineer Edwin Howard
Armstrong. Other prominent
figures were political and
other engineers were dwarfed
by comparison to Armstrong.
In the summer of 1912,
Armstrong, using the new tri-
ode vacuum tube, devised a
new regenerative circuit in
which part of the signal at the
plate was fed back to the grid to strengthen incoming
signals. In spite of his youth, Armstrong had his own
pass to the famous West Street Bell Labs because of his

Edwin Armstrong

regenerative circuit work. The regenerative circuit
allowed great amplification of the received signal and
also was an oscillator, if desired, making continuous
wave transmission possible. This single circuit became
not only the first radio amplifier, but also the first con-
tinuous wave transmitter that is still the heart of all
radio operations.

i:r N 6348
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In 1912-1913 Armstrong
received his engineering
. degree from Columbia Univer-
sity, filed for a patent, and then
returned to the university as
assistant to professor and
inventor Michael Pupin.
Dr. Pupin was a mentor to
Armstrong and a great teacher
to generations at Columbia
University.

World War I intervened and
Armstrong was commissioned as an officer in the U.S.
Army Signal Corps and sent to Paris. While there and in
the pursuit of weak enemy wireless signals, he designed
a complex eight tube receiver called the superhetero-
dyne circuit, the circuit still used in 98% of all radio and
television receivers.

In 1933 Armstrong invented and demonstrated
wide-band frequency modulation that in field tests gave
clear reception through the most violent storms and the
greatest fidelity yet witnessed. The carrier was constant
power while the frequency was modulated over the
bandpass chosen.

e~
The

Edwin Armstrong’s pass
to West Street Labs

Edward Armstrong’s
breadboard system

He had built the entire FM transmitter and receiver
on breadboard circuits of Columbia University. After the
fact of physical construction, he did the mathematics.

Armstrong, in developing FM, got beyond the equa-
tions of the period which in turn laid the foundations for
information theory, which quantifies how bandwidth
can be exchanged for noise immunity.

In 1922, John R. Carson of AT&T had written an
IRE paper that discussed modulation mathematically.
He showed that FM could not reduce the station band-
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width to less than twice the frequency range of the
audio signal, “Since FM could not be used to narrow the
transmitted band, it was not useful.”

Edwin Armstrong ignored narrowband FM and
moved his experiments to 41 MHz and used a 200 kHz
channel for wideband, noiseless reproduction. FM
broadcasting allowed the transmitter to operate at full
power all the time and used a limiter to strip off all
amplitude noise in the receiver. A detector was designed
to convert frequency variations into amplitude
variations.

Paul Klipsch was a personal friend of Edwin Arm-
strong: Mr. Klipsch had supplied Klipschorns for the
early FM demonstration just after WWII. This was
when Armstrong, through Sarnoff’s political manipula-
tion, had been forced to move FM from 44-50 MHz to
88-108 MHz, requiring a complete redesign of all
equipment. It was a stark lesson on how the courts, the
media, and really big money can destroy genuine
genius. Armstrong had literally created radio: the trans-
mitters, the receivers for AM-FM-microwave in their
most efficient forms. David Sarnoff made billions out of
Armstrong’s inventions, as well as an economic-politi-
cal empire via the AM radio networks. No court or any
politician should ever be allowed to make a technical
judgment. Those judgments should be left to the techni-
cal societies as the “least worst” choice.

The history of audio is not the forum for discussing
the violent political consequences—Sarnoff of RCA
totally controlled the powerful AM networks of the
time. In 1954 attorneys for RCA and AT&T led to Arm-
strong’s death by suicide. The current AM programming
quality put on FM leaves quality FM radio a rare luxury
in some limited areas.

The few, my-
self included,
who heard the
live broadcasts of
the Boston Sym-
phony Orchestra
over the FM
transmitter given
them by Arm-
strong and re-
ceived on the
unparalleled,
even today, prec-
edent FM receiv-
ers know what
remarkable transparency can be achieved between art
and technology.

1950s music system

Acoustic Measurements—Richard C. Heyser
(1931-1987)

Plato said, “God
ever geometrizes.”
Richard Heyser, the
geometer, should
feel at ease with
God. To those
whose minds res-
pond to the visual,
Heyser’s measure-
ments shed a bright
light on difficult
mathematical con-
cepts. The Heyser
Spiral displays the
concepts of the
complex plane in a
single visual flash.
Heyser was a scien-
tist in the purest
sense of the word,
employed by NASA, and audio was his hobby. I am
quite sure that the great scientists of the past were wait-
ing at the door for him when he past through. His trans-
form has yet to be fully understood. As with Maxwell,
we may have to wait a hundred years.

When I first met Richard C. Heyser in the
mid-1960s, Richard worked for Jet Propulsion Labs as a
senior scientist. He invited me to go to his basement at
his home to see his personal laboratory. The first thing
he showed me on his Time Delay Spectrometry equip-
ment was the Nyquist plot of a crossover network he
was examining. I gave the display a quick look and said,

“That looks like a Nyquist plot!”

He replied, “It is.”

“But,” I said, “No one makes a Nyquist analyzer.”
“That’s right,” he replied.

At this point I entered the modern age of audio anal-
ysis. Watching Dick tune in the signal delay between his
microphone and the loudspeaker he was testing until the
correct bandpass filter Nyquist display appeared on the
screen was a revelation. Seeing the epicycles caused by
resonances in the loudspeaker and the passage of
non-minimum phase responses back through all quad-
rants opened a million questions.

Dick then showed me the Bode plots of both fre-
quency and phase for the same loudspeaker but I was to
remain a fan of seeing everything at once via the
Nyquist plot.

Richard Heyser
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To put all this in perspective (I worked at Altec at the
time) I knew of no manufacturer in audio capable of
making any of these measurements. We all had Bruel
and Kjaer or General Radio frequency analyzers and
good Tektronics oscilloscopes, but zero true acoustic
phase measurement capabilities. I do not mean to imply
that the technology didn’t exist because Wente calcu-
lated the phase response of S55A in the 1920s, but rather
that commercial instruments available in audio did not
exist until Richard Heyser demonstrated the usefulness
of the measurements and Gerald Stanley of Crown Inter-
national actually built a commercially available device.
Heyser’s remarkable work became the Time, Envelope,
Frequency (TEF) system, first in the hands of Crown
International, and later as a Gold Line instrument.

The early giants of audio computed theoretical phase
responses for minimum phase devices. A few pure sci-
entists actually measured phase—Weiner, Ewask, Mari-
vardi and Stroh, but their results had failed to go beyond
their laboratories.

From 1966 until today, 42
years later, such analysis can
now be embodied in software
in fast, large memory comput-
ers. Dennis Gabor’s (1900—
1979) analytic signal theory
appeared in Heyser’s work as
amplitude response, phase
response, and Envelope Time
Curves (ETC). One glance at
the Heyser Spiral for imped-
ance reveals Gabor’s analytic &5
signal and the complex num-
bers as real, imaginary, and
Nyquist plot. The correlation of what seems first to be
separate components into one component is a revela-
tion to the first time viewer of this display. The unwind-
ing of the Nyquist plot along the frequency axis
provides a defining perspective.

Heyser’s work led to loudspeakers with vastly
improved spatial response, something totally unrecog-
nized in the amplitude-only days. Arrays became pre-
dictable and coherent. Signal alignment entered the
thought of designers. The ETC technology resulted in
the chance to meaningfully study loudspeaker—room
interactions.

Because the most widely taught mathematical tools
proceed from impulse responses, Heyser’s transform is
perceived “through a glass darkly.” It is left in the hands
of practitioners to further the research into the transient
behavior of loudspeakers. The decades-long lag of aca-
demia will eventually apply the lessons of the Heyser

o

Dennis Gabor

transform to transducer signal delay and signal delay
interaction.

I have always held Harry Olson of RCA in high
regard because, as editor of the Audio Engineering
Society Journal in 1969, he found Richard C. Heyser’s
original paper in the waste basket—it had been rejected
by means of the idiot system of non-peer review used
by the AES Journal.

Calculators and Computers

In the late 1960s, I was invited to Hewlett Packard to
view a new calculator they were planning to market. I
was working at this time with Arthur C. Davis (not a rel-
ative) at Altec, and Art was a friend of William Hewlett.
Art had purchased one of the very first RC oscillators
made in the fabled HP garage. He had used them for the
audio gear that he had designed for the movie—Fantasia.
o 3 ; ] The 9100
| calculator—
| computer was
4 the first brain-
i child that Tom
Osborne took
to HP, after
having been
turned down
by SCM, IBM,
Friden and
Monroe. (I
purchased one;
it cost me $5100. I used it to program the first acoustic
design programs.) In 1966, a friend introduced Osborne
to Barney Oliver at HP. After reviewing the design he
asked Osborne to come back the next day to meet Dave
and Bill, to which Osborne said, “Who?” After one
meeting with “Dave & Bill,” Osborne knew he had
found a home for his 9100. Soon Bill Hewlett turned to
Tom Osborne, Dave Cochran, and Tom Whitney, who
worked under the direction of Barney Oliver, and said, “I
want one in a tenth the volume (the 9100 was IBM type-
writer size), ten times as fast, and at a tenth of the price.”
Later he added that he “wanted it to be a shirt pocket
machine.”

The first HP 35 cost $395, was 3.2 x 5.8 x 1.3 inches
and weighed 9 oz with batteries. It also fit into Bill
Hewlett’s shirt pocket. (Bill Hewlett named the calcula-
tor the HP 35 because it had 35 keys.) Art Davis took
me to lunch one day with Mr. Hewlett. Because I had
been an ardent user of the HP 9100 units, I was selected
to preview the HP 35 during its initial tests in Palo Alto.

1
Don Davis and Tom Osborne
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In my mind, these calculators revolutionized audio
education, especially for those without advanced uni-
versity educations. The ability to quickly and accurately
work with logarithm, trigonometric functions, complex
numbers, etc., freed us from the tyranny of books of
tables, slide rules, and carefully hoarded volumes such
as Massa’s acoustic design charts and Vegas’s ten place
log tables.

For the multitude of us who had experienced diffi-
culty in engineering courses with misplaced decimal
points and slide rule manipulation and extrapolation, the
HP 35 released inherent talents we didn’t realize we
possessed. The x"y key allowed instant K numbers. The
ten-place log tables became historical artifacts.

When I suggested to the then president of Altec that
we should negotiate being the one to sell the HP 35s to
the electronics industry (Altec then owned Allied
Radio,) his reply stunned me, “We are not in the calcu-
lator business.” I thought as he said it, “Neither is Hewl-
ett Packard.” His decision made it easy for me to
consider leaving Altec.

I soon left Altec and started Synergetic Audio Con-
cepts, teaching seminars in audio education. I gave each
person attending a seminar an HP 35 to use during the
3-day seminar. I know that many of those attending
immediately purchased an HP calculator, which
changed their whole approach to audio system design.
As Tom Osborne wrote, “The HP 35 and HP 65
changed the world we live in.”

Since the political demise of the Soviet Union,
“Mozarts-without-a-piano” have been freed to express
their brilliance. Dr. Wolfgang Ahnert, from former East
Germany, was enabled to use his mathematical skills
with matching computer tools to dominate the
audio-acoustic design market place.

The Meaning of Communication

The future of audio and acoustics stands on the shoul-
ders of the giants we have discussed, and numerous
ones that we have inadvertently overlooked. The dis-
coverers of new and better ways to generate, distribute,
and control sound will be measured consciously or
unconsciously by their predecessor’s standards. Fad and
fundamentals will be judged eventually. Age councils
that “the ancients are stealing our inventions.” The
uncovering of an idea new to you is as thrilling as it was
to the first person to do so.

The history of audio and acoustics is the saga of the
mathematical understanding of fundamental physical
laws. Hearing and seeing are illusionary, restricted by
the inadequacy of our physical senses. The science and
art of audio and acoustics are essential to our under-
standing of history inasmuch as art is metaphysical
(above the physical). Also art precedes science.

That the human brain processes music and art in a
different hemisphere from speech and mathematics sug-
gests the difference between information, that can be
mathematically defined and communication that cannot.
A message is the flawless transmission of a text. Drama,
music, and great oratory cannot be flawlessly transmitted
by known physical systems. For example, the spatial
integrity of a great orchestra in a remarkable acoustic
space is today even with our astounding technological
strides only realizable by attending the live performance.

The complexity of the auditory senses defies efforts
to record or transmit it faithfully.

The perception of good audio will often flow from
the listener’s past experience, i.e., wow and flutter
really annoys musicians whereas harmonic distortion,
clipping, etc., grate on an engineer’s ear—mind system.

I have not written about today’s highly hyped prod-
ucts as their history belongs to the survivors of the early
21st century. It can be hoped that someday physicists
and top engineers will for some magic reason return to
the development of holographic audio systems that
approach fidelity.

Telecommunication technology, fiber optics, lasers,
satellites, etc. have obtained worldwide audiences for
both trash and treasure.

The devilish power that telecommunications has pro-
vided demagogues is frightening, but shared communi-
cation has revealed to a much larger audience the
prosperity of certain ideas over others, and one can hope
that the metaphysics behind progress will penetrate a
majority of the minds out there.

That the audio industry’s history has barely begun is
evidenced every time one attends a live performance.
We will, one day, look back on the neglect of the meta-
physical element, perhaps after we have uncovered the
parameters at present easily heard but unmeasurable by
our present sciences. History awaits the ability to gener-
ate the sound field rather than a sound field. When a
computer is finally offered to us that is capable of such
generation, the question it must answer is,

“How does it feel?”
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2.1 Introduction

Many people get involved in the audio trade prior to
experiencing technical training. Those serious about
practicing audio dig in to the books later to learn the
physical principles underlying their craft. This chapter is
devoted to establishing a baseline of information that will
prove invaluable to anyone working in the audio field.

Numerous tools exist for those who work on sound
systems. The most important are the mathematical tools.
Their application is independent of the type of system
or its use, plus, they are timeless and not subject to
obsolescence like audio products. Of course, one must
always balance the mathematical approach with
real-world experience to gain an understanding of the
shortcomings and limitations of the formulas. Once the
basics have been mastered, sound system work becomes
largely intuitive.

Audio practitioners must have a general under-
standing of many subjects. The information in this
chapter has been carefully selected to give the reader the
big picture of what is important in sound systems. Many
of the topics are covered in greater detail in other chap-
ters of this book. In this initial treatment of each subject,
the language of mathematics has been kept to a
minimum, opting instead for word explanations of the
theories and concepts. This provides a solid foundation
for further study of any of the subjects. Considering the
almost endless number of topics that could be included
here, I selected the following based on my own experi-
ence as a sound practitioner and instructor. They are:

The Decibel and Levels.

Frequency and Wavelength.

The Principle of Superposition.

Ohm’s Law and the Power Equation.
Impedance, Resistance, and Reactance.
Introduction to Human Hearing.
Monitoring Audio Program Material.
Sound Radiation Principles.

Wave Interference.

WXk WD

A basic understanding in these areas will provide the
foundation for further study in areas that are of partic-
ular interest to the reader. Most of the ideas and princi-
ples in this chapter have existed for many years. While I
haven’t quoted any of the references verbatim, they get
full credit for the bulk of the information presented here.

2.2 The Decibel

Perhaps the most useful tool ever created for audio prac-
titioners is the decibel (dB). It allows changes in system

parameters such as power, voltage, or distance to be
related to level changes heard by a listener. In short, the
decibel is a way to express “how much” in a way that is
relevant to the human perception of loudness. We will
not track its long evolution or specific origins here. Like
most audio tools, it has been modified many times to
stay current with the technological practices of the day.
Excellent resources are available for that information.
What follows is a short study on how to use the decibel
for general audio work.

Most of us tend to consider physical variables in
linear terms. For instance, twice as much of a quantity
produces twice the end result. Twice as much sand
produces twice as much concrete. Twice as much flour
produces twice as much bread. This linear relationship
does not hold true for the human sense of hearing.
Using that logic, twice the amplifier power should
sound twice as loud. Unfortunately, this is not true.

Perceived changes in the loudness and frequency of
sound are based on the percentage change from some
initial condition. This means that audio people are
concerned with ratios. A given ratio always produces
the same result. Subjective testing has shown that the
power applied to a loudspeaker must be increased by
about 26% to produce an audible change. Thus a ratio of
1.26:1 produces the minimum audible change, regard-
less of the initial power quantity. If the initial amount of
power is 1 watt, then an increase to 1.26 watts (W) will
produce a “just audible” increase. If the initial quantity
is 100 W, then 126 W will be required to produce a just
audible increase. A number scale can be linear with
values like 1, 2, 3, 4, 5, etc. A number scale can be
proportional with values like 1, 10, 100, 1000, etc. A
scale that is calibrated proportionally is called a loga-
rithmic scale. In fact, logarithm means “proportional
numbers.” For simplicity, base 10 logarithms are used
for audio work. Using amplifier power as an example,
changes in level are determined by finding the ratio of
change in the parameter of interest (e.g. wattage) and
taking the base 10 logarithm. The resultant number is
the level change between the two wattages expressed in
Bels. The base 10 logarithm is determined using a
look-up table or scientific calculator. The log conver-
sion accomplishes two things:

1. It puts the ratio on a proportional number scale that
better correlates with human hearing.

2. Tt allows very large numbers to be expressed in a
more compact form, Fig. 2-1.

The final step in the decibel conversion is to scale
the Bel quantity by a factor of ten. This step converts
Bels to decibels and completes the conversion process,
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Linear scale
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Figure 2-1. A logarithmic scale has its increments marked by a fixed ratio, in this case 10 to 1, forming a more compact

representation than a linear scale. Courtesy Syn-Aud-Con.

1. Compare 2. Compress 3. Scale
Quantity "B" Power (x10)

Quantity "A" 1=10°=0 0 dB

10=10"=1 10 dB

100=102=2 20 dB

1,000=103%=3 30 dB

10,000=10%=4 40 dB

100,000=10%=5 50 dB

Watts  Volts® Pressure” Distance’ 1,000,000=106=6 60 dB
Watts  Volts’ Pressure’ Distance’

Results in a ratio
between the two
quantities

a’B=lOla:)gE
W,

2

Results in a ratio between
the two quantities expressed
in Bels (compressed)

Scales thevaluein Bels
to a value in decibels

dB =2010g5
E

2

Figure 2-2. The steps to performing a decibel conversion are outlined. Courtesy Syn-Aud-Con.

Fig. 2-2. The decibel scale is more resolute than the Bel
scale.

The decibel is always a power-related ratio. Elec-
trical and acoustical power changes can be converted
exactly in the manner described. Quantities that are not
powers must be made proportional to power—a rela-
tionship established by the power equation.

== 2-1)

where,

W is power in watts,

E is voltage in volts,

R is resistance in ohms.

This requires voltage, distance, and pressure to be
squared prior to taking the ratio. Some practitioners

prefer to omit the squaring of the initial quantities and
simply change the log multiplier from ten to twenty.
This produces the same end result.

Fig. 2-3 provides a list of some dB changes along
with the ratio of voltage, pressure, distance, and power
required to produce the indicated dB change. It is a
worthwhile endeavor to memorize the changes indicated
in bold type and be able to recognize them by listening.

A decibel conversion requires two quantities that are
in the same unit, i.e., watts, volts, meters, feet. The unit
cancels during the initial division process, leaving the
ratio between the two quantities. For this reason, the
decibel is without dimension and is therefore techni-
cally not a unit in the classical sense. If two arbitrary
quantities of the same unit are compared, the result is a
relative level change. If a standard reference quantity is
used in the denominator of the ratio, the result is an
absolute level and the unit is dB relative to the original
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Subjective Change Voltage, % of PowerRatio dB

Distance, Original Change
Pressure
Ratio
20log 10log

Barely perceptible 1.12:1 89 1.26:1 1dB
1.26:1 79 1.58:1 2dB
Noticeable to most 1.41:1 71 2:1 3dB
1.58:1 63 2.51:1 4dB
1.78:1 56 3.16:1 5dB
Goal for system 2:1 50 4:1 6dB

changes
2.24:1 45 5:1 7dB
2.51:1 40 6.3:1 8dB
2.8:1 36 8:1 9dB
Twice as loud or 3.16:1 32 10:1 10dB

soft

10:1 10 100:1 20dB
31.6:1 3 1000:1 30dB
Limits of audibility 100:1 1 10,000:1 40dB
316:1 0.3 100,000:1 50 dB
1000:1 0.1 1,000,000:1 60 dB

Figure 2-3. Some important decibel changes and the ratios
of power, voltage, pressure, and distance that produce
them. Courtesy Syn-Aud-Con.

unit. Relative levels are useful for live work. Absolute
levels are useful for equipment specifications and cali-
bration. Fig. 2-4 lists some references used for deter-
mining absolute levels.

The decibel was originally used in imped-
ance-matched interfaces and always with a power refer-
ence. Power requires knowledge of the resistance that a
voltage is developed across. If the resistance value is
fixed, changes in applied voltage can be expressed in
dB, since the power developed will be directly propor-
tional to the applied voltage. In modern sound systems,
few device interfaces are impedance matched. They are
actually mismatched to optimize the voltage transfer
between components. While the same impedance does
not exist at each device interface, the same impedance
condition may. If a minimum 1:10 ratio exists between
the output impedance and input impedance, then the
voltage transfer is essentially independent of the actual
output or input impedance values. Such an interface is
termed constant voltage, and the signal source is said to
be operating open circuit or un-terminated. In constant
voltage interfaces, open circuit conditions are assumed
when using the decibel. This means that the level
change at the output of the system is caused by
changing the voltage somewhere in the processing chain

and is dependent on the voltage change only, not the
resistance that it is developed across or the power
transfer. Since open-circuit conditions exist almost
universally in modern analog systems, the practice of
using the decibel with a voltage reference is widespread
and well-accepted.

Electrical Power

dBW 1 Watt
dBm 0.001 Watt

Acoustical Power

dB-PWLorL,, 10-12 Watt
Electrical Voltage

dBV 1 Volt
dBu 0.775 Volts

Acoustical Pressure

dB SPL or Lp 0.00002 Pascals

Figure 2-4. Some common decibel references used by the
audio industry.

One of the major utilities of the decibel is that it
provides a common denominator when considering
level changes that occur due to voltage changes at
various points in the signal chain. By using the decibel,
changes in sound level at a listener position can be
determined from changes in the output voltage of any
device ahead of the loudspeaker. For instance, a
doubling of the microphone output voltage produces a
6 dB increase in output level from the microphone,
mixer, signal processor, power amplifier, and ultimately
the sound level at the listener. This relationship assumes
linear operating conditions in each device. The 6 dB
increase in level from the microphone could be caused
by the talker speaking 6 dB louder or by simply
reducing the miking distance by one-half (a 2:1 distance
ratio). The level controls on audio devices are normally
calibrated in relative dB. Moving a fader by 6 dB causes
the output voltage of the device (and system) to increase
by a factor of 2 and the output power from the device
(and system) to be increased by a factor of four.

Absolute levels are useful for rating audio equip-
ment. A power amplifier that can produce 100 watts of
continuous power is rated at

L

10logW

10log 100
20 dBW

out

(2-2)
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This means that the amplifier can be 20 dB louder than
a 1 watt amplifier. A mixer that can output 10 volts
prior to clipping can be rated at

L

20logE

20log 10
20 dBV

out

(2-3)

If the same mixer outputs 1 volt rms at meter zero,
then the mixer has 20 dB of peak room above meter zero.

If a loudspeaker can produce a sound level at 1 meter
0f 90 dB ref. 20 pPa (micro-Pascals), then at 10 meters
its level will be

L

!
90 + 20log -
» 270

= 90 +(-20) @4

70 dB

In short, the decibel says, “The level difference
caused by changing a quantity will depend upon the
initial value of the quantity and the percentage that it is
changed.”

The applications of the decibel are endless, and the
utility of the decibel is self-evident. It forms a bridge
between the amount of change of a physical parameter
and the loudness change that is perceived by the human
listener. The decibel is the language of audio, Fig. 2-5.

Relative Level Changes

dB = 10log(W,/W,)  where W is power (electric or acoustic)
dB = 20log(P/P,) where P Is pressure(voltage for electrical circuits)
dB = 20log(D./D,) where Disdistancein feet or meters

dBV = 20log(E/1) where E is electromotive forceinVolts
dBu = 20log(E/0.775) where E is electromotive force inVolts
dBW = 10log{W/1)

dBm = 10log(W/.001) where W is electrical powerin Watts

where W is electrical powerin Watts

Acoustic Levels

Ls or SPL = 20log(P/0.00002) where 7 is sound pressure
L, = 10log(W/10™)

dB = fi0/log|/A/B
i \os A

Base 10 A Power

Logarithm Eatio

Figure 2-5. Summary of decibel formulas for general audio
work. Courtesy Syn-Aud-Con.

where W is acoustic power

Muitiplier

2.3 Loudness and Level

The perceived loudness of a sound event is related to its
acoustical level, which is in turn related to the electrical
level driving the loudspeaker. Levels are electrical or
acoustical pressures or powers expressed in decibels. In
its linear range of operation, the human hearing system
will perceive an increase in level as an increase in loud-
ness. Since the eardrum is a pressure sensitive mecha-
nism, there exists a threshold below which the signal is
distinguishable from the noise floor. This threshold is
about 20 puPa of pressure deviation from ambient at
midrange frequencies. Using this number as a reference
and converting to decibels yields

L = 2010g2:00002
P 0.00002

= 0 dB (or 0 dB SPL)

(2-5)

This is widely accepted as the threshold of hearing
for humans at mid-frequencies. Acoustic pressure levels
are always stated in dB ref. 0.00002 Pa. Acoustic power
levels are always stated in dB ref. 1 pW (picowatt or
10-12 W). Since it is usually the pressure level that is of
interest, we must square the Pascals term in the decibel
conversion to make it proportional to power. Sound
pressure levels are measured using sound level meters
with appropriate ballistics and weighting to emulate
human hearing. Fig. 2-6 shows some typical sound pres-
sure levels that are of interest to audio practitioners.

2.4 Frequency

Audio practitioners are in the wave business. A wave is
produced when a medium is disturbed. The medium can
be air, water, steel, the earth, etc. The disturbance
produces a fluctuation in the ambient condition of the
medium that propagates as a wave that radiates outward
from the source of the disturbance. If one second is used
as a reference time span, the number of fluctuations
above and below the ambient condition per second is
the frequency of the event, and is expressed in cycles
per second, or Hertz. Humans can hear frequencies as
low as 20 Hz and as high as 20,000 Hz (20 kHz). In an
audio circuit the quantity of interest is usually the elec-
trical voltage. In an acoustical circuit it is the air pres-
sure deviation from ambient atmospheric pressure.
When the air pressure fluctuations have a frequency
between 20 Hz and 20 kHz they are audible to humans.
As stated in the decibel section, humans are sensitive
to proportional changes in power, voltage, pressure, and
distance. This is also true for frequency. If we start at
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T dB A
Sound source

Appropriate levels

Leave the building!
110 — (A-weighted slow%

100 — Max music level using
sound system
(A-weighted slow)

90 —
Max speech level using
80 — sound system
(A-weighted slow)

70 — Face-to-face

communication

60 —
-10 L ]
50 — Maximum allowable
SRL noise floor
40 —
100_
il
a0 30 _ Background noise
70 from
o\ /[ | 20—
50
10 —

Fast Slow A C

0 — Threshold of hearing

Figure 2-6. Sound levels of interest to system designers and
operators. Courtesy Syn-Aud-Con.

the lowest audible frequency of 20 Hz and increase it by
a 2:1 ratio, the result is 40 Hz, an interval of one octave.
Doubling 40 Hz yields 80 Hz. This is also a one-octave
span, yet it contains twice the frequencies of the
previous octave. Each successive frequency doubling
yields another octave increase and each higher octave
will have twice the spectral content of the one below it.
This makes the logarithmic scale suitable for displaying
frequency. Figs. 2-7 and 2-8 show a logarithmic
frequency scale and some useful divisions. The
perceived midpoint of the spectrum for a human listener
is about 1 kHz. Some key frequency ratios exist:

e 10:1 ratio—decade.

e 2:1 ratio—octave.

The spectral or frequency response of a system
describes the frequencies that can pass through that
system. It must always be stated with an appropriate
tolerance, such as £3 dB. This range of frequencies is
the bandwidth of the system. All system components
have a finite bandwidth. Sound systems are usually
bandwidth limited for reasons of stability and loud-
speaker protection. A spectrum analyzer can be used to
observe the spectral response of a system or system
component.

2.5 Wavelength

If the frequency f of a vibration is known, the time
period T for one cycle of vibration can be found by the
simple relationship

1
f

T = (2-6)

The time period 7 is the inverse of the frequency of
vibration. The period of a waveform is the time length
of one complete cycle, Fig. 2-9. Since most waves prop-
agate or travel, if the period of the wave is known, its
physical size can be determined with the following
equation if the speed of propagation is known:

A= Tc (2-7)
A= ; (2-8)

Waves propagate at a speed that is dependent on the
nature of the wave and the medium that it is passing
through. The speed of the wave determines the physical
size of the wave, called its wavelength. The speed of
light in a vacuum is approximately 300,000,000 meters
per second (m/s). The speed of an electromagnetic wave
in copper wire is somewhat less, usually 90% to 95% of
the speed of light. The fast propagation speed of electro-
magnetic waves makes their wavelengths extremely
long at audio frequencies, Fig. 2-10.

Log Scale

1

100

10

Low

1K 100K

Mid

l

Voice Range |

Figure 2-7. The audible spectrum divided into decades (a 10 to 1 frequency ratio). Courtesy Syn-Aud-Con.
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Figure 2-8. The audible spectrum divided into octaves (a 2 to 1 ratio) and one-third octaves. Courtesy Syn-Aud-Con.

At the higher radio frequencies (VHF and UHF), the
wavelengths become very short—1 meter or less.
Antennas to receive such waves must be of comparable
physical size, usually one-quarter to one-half wave-
length. When waves become too short for practical
antennae, concave dishes can be used to collect the
waves. [t should be pointed out that the highest
frequency that humans can hear (about 20 kHz) is a
very low frequency when considering the entire electro-
magnetic spectrum.

An acoustic wave is one that is propagating by
means of vibrating a medium such as steel, water, or air.
The propagation speeds through these media are rela-
tively slow, resulting in waves that are long in length
compared to an electromagnetic wave of the same
frequency. The wavelengths of audio frequencies in air
range from about 17 m (20 Hz) to 17 mm (20 kHz). The

wavelength of 1 kHz in air is about 0.334 m (about
1.13 ft).

When physically short acoustic waves are radiated
into large rooms, there can be adverse effects from
reflections. Acoustic reflections occur when a wave
encounters a change in acoustic impedance, usually
from a rigid surface, the edge of a surface or some other
obstruction. The reflection angle equals the incidence
angle in the ideal case. Architectural acoustics is the
study of the behavior of sound waves in enclosed
spaces. Acousticians specialize in creating spaces with
reflected sound fields that enhance rather than detract
from the listening experience.

When sound encounters a room surface, a complex
interaction takes place. If the surface is much larger
than the wavelength, a reflection occurs and an acoustic
shadow is formed behind the boundary.
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Rarefaction

_
AN

Amplitude

L1 wavelength

270

Phase angle
Increasmg (deg)
time
T=1/f
f=1/T
rA=Tc
where,

Tis the time in seconds,

fis frequency in hertz,

c is propagation speed
in feet or meters.

Figure 2-9. The wavelength of an event determines how it interacts with the medium that it is passing through. Courtesy

Syn-Aud-Con.

If the obstruction is smaller than the wavelength of
the wave striking it, the wave diffracts around the
obstruction and continues to propagate. Both effects are
complex and frequency (wavelength) dependent,
making them difficult to calculate, Fig. 2-11.

The reflected wave will be strong if the surface is
large and has low absorption. As absorption is
increased, the level of the reflection is reduced. If the
surface is random, the wave can be scattered depending
on the size relationship between the wave and the
surface relief. Commercially available diffusors can be
used to achieve uniform scattering in critical listening
spaces, Fig. 2-12.

2.6 Surface Shapes

The geometry of a boundary can have a profound affect
on the behavior of the sound that strikes it. From a

sound reinforcement perspective, it is usually better to
scatter sound than to focus it. A concave room boundary
should be avoided for this reason, Fig. 2-13. Many audi-
toriums have concave rear walls and balcony faces that
require extensive acoustical treatment for reflection
control. A convex surface is more desirable, since it
scatters sound waves whose wavelengths are small rela-
tive to the radius of curvature. Room corners can
provide useful directivity control at low frequencies, but
at high frequencies can produce problematic reflections.

Electrical reflections can occur when an electromag-
netic wave encounters a change in impedance. For such
waves traveling down a wire, the reflection is back
towards the source of the wave. Such reflections are not
usually a problem for analog waves unless there is a
phase offset between the outgoing and reflected waves.
Note that an audio cable would need to be very long for
its length to cause a significant time offset between the
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‘Sound in Air [ CopperWire |
Frequency US. English Sl US. English Sl
in Hertz (Feet) (Meters) (Miles) (KM)
3.5 36 1 5609 9047
63 18 55 2952 4523
125 2 27 1476 2261
250 45 1.4 738 1130
500 23 0.7 369 565
1K 1.13 0.344 184 282
2K 0.56 0.172 92 141
4K 0.28 0.086 46 70
8K 0.14 0.043 23 35
16K 0.07 0.021 1" 17.6

Figure 2-10. Acoustic wavelengths are relatively short and
interact dramatically with their environment. Audio wave-
lengths are extremely long, and phase interaction on audio
cables is not usually of concern. Courtesy Syn-Aud-Con.

Vibrating
Sound Source Small Obstruction

f——A—

A

Shadow

Large Obstruction
Figure 2-11. Sound diffracts around objects that are small
relative to the length of the sound wave. Courtesy
Syn-Aud-Con.

incident and reflected wave (many thousands of
meters). At radio frequencies, reflected waves pose a
huge problem, and cables are normally terminated
(operated into a matched impedance) to absorb the inci-
dent wave at the receiving device and reduce the level
of the reflection. The same is true for digital signals due
to their very high frequency content.

Reflection

Incident Wave Reflected Wave

Absorption

81 # az
Reflected wave reduced
in level.

Diffusion

Incident wave is
randomly scattered.

Figure 2-12. Sound waves will interact with a large bound-
ary in a complex way. Courtesy Syn-Aud-Con.

2.7 Superposition

Sine waves and cosine waves are periodic and singular
in frequency. These simple waveforms are the building
blocks of the complex waveforms that we listen to
every day. The amplitude of a sine wave can be
displayed as a function of time or as a function of phase
rotation, Fig. 2-14. The sine wave will serve as an
example for the following discussion about superposi-
tion. Once the size (wavelength) of a wave is known, it
is useful to subdivide it into smaller increments for the
purpose of tracking its progression through a cycle or
comparing its progression with that of another wave.
Since the sine wave describes a cyclic (circular) event,
one full cycle is represented by 360°, at which point the
wave repeats.

When multiple sound pressure waves pass by a point
of observation, their responses sum to form a composite
wave. The composite wave is the complex combination
of two or more individual waves. The amplitude of the
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Concave surfaces focus sound

\

—

Convex surfaces scatter sound

Y

Corners return sound to its source

Figure 2-13. Some surfaces produce focused reflections.
Courtesy Syn-Aud-Con.
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Figure 2-14. Simple harmonic motion can be represented
with a sine or cosine wave. Both are viewpoints of the
same event from different angles. Courtesy Syn-Aud-Con.

summation is determined by the relative phase of the
individual waves. Let’s consider how two waves might
combine at a point of observation. This point might be a
listener seat or microphone position. Two extremes
exist. If there is no phase offset between two waves of
the same amplitude and frequency, the result is a
coherent summation that is twice the amplitude of either
individual wave (+6 dB). The other extreme is a 180°
phase offset between the waves. This results in the
complete cancellation of the pressure response at the
point of observation. An infinite number of intermediate
conditions occur between these two extremes. The
phase interaction of waves is not a severe problem for
analog audio signals in the electromagnetic domain for
sound systems, where the wavelengths at audio frequen-
cies are typically much longer than the interconnect
cables. Waves reflected from receiver to source are in
phase and no cancellation occurs. This is not the case
for video, radio frequency, and digital signals. The
shorter wavelengths of these signals can be dramatically
affected by wave superposition on interconnect cables.
As such, great attention must be given to the length and
terminating impedance of the interconnect cables to
assure efficient signal transfer between source and
receiver. The practice of impedance matching between
source, cable, and load is usually employed.

In sound reinforcement systems, phase interactions
are typically more problematic for acoustical waves
than electromagnetic waves. Phase summations and
cancellations are the source of many acoustical prob-
lems experienced in auditoriums. Acoustic wavelengths
are often short relative to the room size (at least at high
frequency), so the waves tend to bounce around the
room before decaying to inaudibility. At a listener posi-
tion, the reflected waves “superpose” to form a complex
waveform that is heard by the listener. The sound radi-
ated from multiple loudspeakers will interact in the
same manner, producing severe modifications in the
radiated sound pattern and frequency response. Antenna
designers have historically paid more attention to these
interactions than loudspeaker designers, since there are
laws that govern the control of radio frequency emis-
sions. Unlike antennas, loudspeakers are usually broad-
band devices that cover one decade or more of the
audible spectrum. For this reason, phase interactions
between multiple loudspeakers never result in the
complete cancellation of sound pressure, but rather
cancellation at some frequencies and coherent summa-
tion at others. The subjective result is tonal coloration
and image shift of the sound source heard by the
listener. The significance of this phenomenon is applica-
tion-dependent. People having dinner in a restaurant
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would not be concerned with the effects of such interac-
tions since they came for the food and not the music.
Concert-goers or church attendees would be more
concerned, because their seat might be in a dead spot,
and the interactions disrupt their listening experience,
possibly to the point of reducing the information
conveyed via the sound system. A venue owner may
make a significant investment in good quality loud-
speakers, only to have their response impaired by such
interactions with an adjacent loudspeaker or room
surface, Fig. 2-16.

el

dB /_—__'\ |
N,

\

= /N

Frequency

Frequency

Frequency @

Figure 2-15. Phase interference occurs when waves from
multiple sources arrive at different times. Courtesy
Syn-Aud-Con.

Phase interactions are most disruptive in critical
listening environments, such as recording studio control
rooms or high quality home entertainment systems.
Users of these types of systems often make a large
investment to maintain sonic accuracy by purchasing
phase coherent loudspeakers and appropriate acoustical
treatments for the listening space. The tonal coloration
caused by wave interference may be unacceptable for a
recording studio control room but may be artistically
pleasing in a home audio system.

Loudspeaker designers can use wave interaction to
their advantage by choosing loudspeaker spacings that
form useful radiation patterns. Almost all pattern
control in the low frequency decade is achieved in this
manner. Uninformed system designers create undesir-
able radiation patterns by accident in the way that they
place and stack loudspeakers. The results are poor
coverage and reduced acoustic gain.

The proper way to view the loudspeaker and room
are as filters that the sound energy must pass through en
route to the listener. Some aspects of these filters can be

compensated with electronic filters—a process known
as equalization. Other aspects cannot, and electronic
equalization merely aggravates or masks the problem.

2.8 Ohm’s Law

In acoustics, the sound that we hear is nature restoring
an equilibrium condition after an atmospheric distur-
bance. The disturbance produces waves that cause the
atmospheric pressure to oscillate above and below
ambient pressure as they propagate past a point of
observation. The air always settles to its ambient state
upon cessation of the disturbance.

In an electrical circuit, a potential difference in elec-
trical pressure between two points causes current to
flow. Electrical current results from electrons flowing to
a point of lower potential. The electrical potential differ-
ence is called an electromotive force (EMF) and the unit
is the volt (V). The rate of electron flow is called
current and the unit is the ampere (A). The ratio
between voltage and current is called the resistance and
the unit is the osim (Q). The product of voltage and
current is the apparent power, W, that is produced by
the source and consumed by the load. Power is the rate
of doing work and power ratings must always include a
reference to time. A power source can produce a rated
voltage at a rated flow of current into a specified load
for a specified period of time. The ratio of voltage to
current can be manipulated to optimize a source for a
specific task. For instance, current flow can be sacri-
ficed to maximize voltage transfer. When a device is
called upon to deliver appreciable current, it is said to
be operating under load. The load on an automobile
increases when it must maintain speed on an uphill
grade, and greater power transfer between the engine
and drive train is required. Care must be taken when
loading audio components to prevent distortion or even
damage. Ohm’s Law describes the ratios that exist
between voltage, current, and resistance in an electrical
circuit.

E
R == 2-9
- (2-9)
E = IR (2-10)
E
I== 2-11
z @-11)
where,

E is in volts,
[ is in amperes,
R is in ohms.
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Direct current (dc) flows in one direction only. In ac
(alternating current) the direction of current flow is
alternating at the frequency of the waveform. Voltage
and current are not always in sync so the phase relation-
ship between them must be considered. Power flow is
reduced when they are not in relative phase (synchroni-
zation). Voltage and current are in phase in resistive
circuits. Phase shifts between voltage and current are
produced by reactive elements in a circuit. Reactance
reduces the power transferred to the load by storing
energy and reflecting it back to the source. Loud-
speakers and transformers are examples of sound
system components that can have significant reactive
characteristics. The combined opposition to current
flow caused by resistance and reactance is termed the
impedance (Z) of the circuit. The unit for impedance is
also the ohm (Q). An impedance can be purely resistive,
purely reactive, or most often some combination of the
two. This is referred to as a complex impedance. Imped-
ance is a function of frequency, and impedance
measurements must state the frequency at which the
measurement was made. Sound system technicians
should be able to measure impedance to verify proper
component loading, such as at the amplifier/loudspeaker
interface.

Z =R +(X,)’

where,
Z is the impedance in ohms,
R is the resistance in ohms,

(2-12)

Xy is the total reactance in ohms.

Reactance comes is two forms. Capacitive reactance
causes the voltage to lag the current in phase. Inductive
reactance causes the current to lag the voltage in phase.
The total reactance is the sum of the inductive and
capacitive reactance. Since they are different in sign one
can cancel the other, and the resultant phase angle
between voltage and current will be determined by the
dominant reactance.

In mechanics, a spring is a good analogy for capaci-
tive reactance. It stores energy when it is compressed
and returns it to the source. In an electrical circuit, a
capacitor opposes changes in the applied voltage.
Capacitors are often used as filters for passing or
rejecting certain frequencies or smoothing ripples in
power supply voltages. Parasitic capacitances can occur
when conductors are placed in close proximity.

1

X =
¢ anfc

(2-13)

where,

f1s frequency in hertz,

C is capacitance in farads,

X is the capacitive reactance in ohms.

In mechanics, a moving mass is analogous to an
inductive reactance in an electrical circuit. The mass
tends to keep moving when the driving force is
removed. It has therefore stored some of the applied
energy. In electrical circuits, an inductor opposes a
change in the current flowing through it. As with capac-
itors, this property can be used to create useful filters in
audio systems. Parasitic inductances can occur due to
the ways that wires are constructed and routed.

X, = 2nfL (2-14)

where,
X, is the inductive reactance in ohms.

Inductive and capacitive reactance produce the oppo-
site effect, so one can be used to compensate for the
other. The total reactance X} is the sum of the inductive
and capacitive reactance.

X=X, - Xc (2-15)

Note that the equations for capacitive and inductive
reactance both include a frequency term. Impedance is
therefore frequency dependent, meaning that it changes
with frequency. Loudspeaker manufacturers often
publish impedance plots of their loudspeakers. The
impedance of interest from this plot is usually the
nominal or rated impedance. Several standards exist for
determining the rated impedance from the impedance
plot, Fig. 2-16.
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Figure 2-16. An impedance magnitude plot displays imped-
ance as a function of the applied frequency. Courtesy
Syn-Aud-Con.
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An impedance phase plot often accompanies an
impedance magnitude plot to show whether the loud-
speaker load is resistive, capacitive, or inductive at a
given frequency. A resistive load will convert the
applied power into heat. A reactive load will store and
reflect the applied power. Complex loads, such as loud-
speakers, do both. When considering the power deliv-
ered to the loudspeaker, the impedance Z is used in the
power equation. When considering the power dissipated
by the load, the resistive portion of the impedance must
be used in the power equation. The power factor
describes the reduction in power transfer caused by the
phase angle between voltage and current in a reactive
load. Some definitions are useful.

2
Apparent Power (Total Power) = % (2-16)
7
Active Power (Absorbed Power) = z 2-17)
B
Reactive Power (Reflected Power) = (2-18)
Zcos0

where,
6 is the phase angle between the voltage and current.

Ohm’s Law and the power equation in its various
forms are foundation stones of the audio field. One can
use these important tools for a lifetime and not exhaust
their application to the electrical and acoustical aspects
of the sound reinforcement system.

2.9 Human Hearing

It is beneficial for sound practitioners to have a basic
understanding of the way that people hear and perceive
sound. The human auditory system is an amazing
device, and it is quite complex. Its job is to transduce
fluctuations in the ambient atmospheric pressure into
electrical signals that will be processed by the brain and
perceived as sound by the listener. We will look at a few
characteristics of the human auditory system that are of
significance to audio practitioners.

The dynamic range of a system describes the differ-
ence between the highest level that can pass through the
system and its noise floor. The threshold of human
hearing is about 0.00002 Pascals (Pa) at mid frequen-
cies. The human auditory system can withstand peaks of
up to 200 Pa at these same frequencies. This makes the
dynamic range of the human auditory system
approximately

200
0.00002

= 140 dB

DR

lo
g (2-19)

The hearing system can not take much exposure at
this level before damage occurs. Speech systems are
often designed for 80 dB ref. 20 uPa and music systems
about 90 dB ref. 20 pPa for the mid-range part of the
spectrum.

Audio practitioners give much attention to achieving
a flat spectral response. The human auditory system is
not flat and its response varies with level. At low levels,
its sensitivity to low frequencies is much less than its
sensitivity to mid-frequencies. As level increases, the
difference between low- and mid-frequency sensitivity
is less, producing a more uniform spectral response. The
classic equal loudness contours, Fig. 2-17, describe this
phenomenon and have given us the weighting curves,
Fig. 2-18, used to measure sound levels.

Modern sound systems are capable of producing
very high sound pressure levels over large distances.
Great care must be taken to avoid damaging the hearing
of the audience.

The time response of the hearing system is slow
compared to the number of audible events that can
occur in a given time span. As such, our hearing system
integrates closely spaced sound arrivals (within about
35 ms) with regard to level. This is what makes sound
indoors appear louder than sound outdoors. While
reflected sound increases the perceived level of a sound
source, it also adds colorations. This is the heart of how
we perceive acoustic instruments and auditoriums. A
good recording studio or concert hall produces a musi-
cally pleasing reflected sound field to a listener posi-
tion. In general, secondary energy arrivals pose
problems if they arrive earlier than 10 ms (severe tonal
coloration) after the first arrival or later than 50 ms
(potential echo), Fig. 2-19.

The integration properties of the hearing system
make it less sensitive to impulsive sound events with
regard to level. Peaks in audio program material are
often 20 dB or more higher in level than the perceived
loudness of the signal. Program material that measures
90 dBA (slow response) may contain short term events
at 110 dBA or more, so care must be taken when
exposing musicians and audiences to high powered
sound systems.

The eardrum is a pressure sensitive diaphragm that
responds to fluctuations in the ambient atmospheric
pressure. Like a loudspeaker and microphone, it has an
overload point at which it distorts and can be damaged.
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The Occupational Safety and Health Administration
(OSHA) is responsible for assuring that public spaces
remain in compliance regarding sound exposure. Sound
systems are a major source of high level sounds and
should work within OSHA guidelines. Tinnitus, or
ringing in the ears, is one symptom of excessive sound
exposure.

conveying information to the listener. The direction of
arrival is also important and is considered by acousticians
when designing auditoriums. Courtesy Syn-Aud-Con.

2.10 Monitoring Audio Program Material

The complex nature of the audio waveform necessitates
specialized instrumentation for visual monitoring.
Typical voltmeters are not suitable for anything but the
simplest waveforms, such as sine waves. There are two
aspects of the audio signal that are of interest to the
system operator. The peaks of the program material
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must not exceed the peak output capability of any
component in the system. Ironically the peaks have little
to do with the perceived loudness of the signal or the
electrical or acoustic power generated by it. Both of
these parameters are more closely tied to the rms
(root-mean-square) value of the signal. Measurement of
the true rms value of a waveform requires specialized
equipment that integrates energy over a time span, much
like the hearing system does. This integrated data will
better correlate with the perceived loudness of the sound
event. So audio practitioners need to monitor at least
two aspects of the audio signal—its relative loudness
(related to the rms level) and peak levels. Due to the
complexity of true rms monitoring, most meters display
an average value that is an approximation of the rms
value of the program material.

Many audio processors have instrumentation to
monitor either peak or average levels, but few can track
both simultaneously. Most mixers have a VI (volume
indicator) meter that reads in VU (volume units). Such
meters are designed with ballistic properties that
emulate the human hearing system and are useful for
tracking the perceived loudness of the signal. Meters of
this type all but ignore the peaks in the program mate-
rial, making them unable to display the available head-
room in the system or clipping in a component. Signal
processors usually have a peak LED that responds fast
enough to indicate peaks that are at or near the compo-
nent’s clipping point. Many recording systems have
PPM (peak program meters) that track the peaks but
reveal little about the relative loudness of the waveform.

Fig. 2-20 shows an instrument that monitors both
peak and relative loudness of the audio program mate-
rial. Both values are displayed in relative dB, and the
difference between them is the approximate crest factor
of the program material. Meters of this type yield a
more complete picture of the audio event, allowing both
loudness and available headroom to be observed
simultaneously.

= dorro

r =

Figure 2-20. A meter that can display both average and
peak levels simultaneously. Courtesy Dorrough Electronics.

2.11 Sound Propagation

Sound waves are emitted from acoustic sources—
devices that move to modulate the ambient atmospheric
pressure. Loudspeakers become intentional acoustic
sources when they are driven with waveforms that cause
them to vibrate at frequencies within the bandwidth of
the human listener. A point source is a device that radi-
ates sound from one point in space. A true point source
is an abstract idea and is not physically realizable, as it
would be of infinitesimal size. This does not prevent the
use of the concept to describe the characteristics of
devices that are physically realizable.

Let us consider the properties of some idealized
acoustic sources—not ideal in that they would be desir-
able for sound reinforcement use, but ideal in respect to
their behavior as predictable radiators of acoustic energy.

2.11.1 The Point Source

A point source with 100% efficiency would produce
1 watt of acoustical power from one watt of applied
electrical power. No heat would result, since all of the
electrical power is converted. The energy radiated from
the source would travel equally in all directions from
the source. Directional energy radiation is accomplished
by interfering with the emerging wave. Since interfer-
ence would require a finite size, a true infinitesimal
point source would be omnidirectional. We will intro-
duce the effects of interference later.

Using 1 pW (picowatt) as a power reference, the
sound power level produced by 1 acoustic watt will be

1W

10 2w (2-20)
120 dB

Ly, = 10log

Note that the sound power is not dependent on the
distance from the source. A sound power level of
L,, =120 dB would represent the highest continuous
sound power level that could result from 1 W of contin-
uous electrical power. All real-world devices will fall
short of this ideal, requiring that they be rated for effi-
ciency and power dissipation.

Let us now select an observation point at a distance
0.282 m from the sound source. As the sound energy
propagates, it forms a spherical wave front. At 0.282 m
this wave front will have a surface area of one square
meter. As such, the one watt of radiated sound power is
passing through a surface area of 1 m2.
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This is the sound intensity level L; of the source and
represents the amount of power flowing through the
surface of a sphere of 1 square meter. Again, this is the
highest intensity level that could be achieved by an
omnidirectional device of 100% efficiency. L, can be
manipulated by confining the radiated energy to a
smaller area. The level benefit gained at a point of
observation by doing such is called the directivity index
(DI) and is expressed in decibels. All loudspeakers suit-
able for sound reinforcement should exploit the bene-
fits of directivity control.

For the ideal device described, the sound pressure
level L, (or commonly SPL) at the surface of the sphere
will be numerically the same as the Ly and L,
(Lp =120 dB) since the sound pressure produced by
1 W will be 20 Pa. This L is only for one point on the
sphere, but since the source is omnidirectional, all
points on the sphere will be the same. To summarize, at
a distance of 0.282 m from a point source, the sound
power level, sound intensity level, and sound pressure
level will be numerically the same. This important rela-
tionship is useful for converting between these quanti-
ties, Fig. 2-21.

1TW
L, =101 =120 dB
Loy ey
1 W/m2
- L, =10log————»=120dB
' 0" W m2
L,:ZUIog—ﬂvEIZOdB
0.00002 Pa

Figure 2-21. This condition forms the basis of the standard
terminology and relationships used to describe sound radia-
tion from loudspeakers. Courtesy Syn-Aud-Con.

Let us now consider a point of observation that is
twice as far from the source. As the wave continues to
spread, its total area at a radius of 0.564 m will be four
times the area at 0.282 m. When the sound travels twice
as far, it spreads to cover four times the area. In decibels,
the sound level change from point one to point two is

0.564
AL, = 20log 2264
» °80.282

= 6dB

This behavior is known as the inverse-square law
(ISL), Fig. 2-22. The ISL describes the level attenuation
versus distance for a point source radiator due to the
spherical spreading of the emerging waves. Frequency
dependent losses will be incurred from atmospheric
absorption, but those will not be considered here. Most
loudspeakers will roughly follow the inverse square law
level change with distance at points remote from the
source, Fig. 2-23.

10Iog%=—6 dB

Figure 2-22. When the distance to the source is doubled,
the radiated sound energy will be spread over twice the
area. Both L, and L, will drop by 6 dB. Courtesy
Syn-Aud-Con.

point source

Figure 2-23. The ISL is also true for directional devices in
their far field (remote locations from the device). Courtesy
Syn-Aud-Con.

2.11.2 The Line Source

Successful sound radiators have been constructed that
radiate sound from a line rather than a point. The infi-
nite line source emits a wave that is approximately
cylindrical in shape. Since the diverging wave is not
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expanding in two dimensions, the level change with
increasing distance is half that of the point source radi-
ator. The sound level from an ideal line source will
decrease at 3 dB per distance doubling rather than 6 dB,
Fig. 2-24. It should be pointed out that these relation-
ships are both frequency and line length dependent, and
what is being described here is the ideal case. Few
commercially available line arrays exhibit this cylin-
drical behavior over their full bandwidth. Even so, it is
useful to allow a mental image of the characteristics of
such a device to be formed.

10log A _ 348
2A

A 4
Figure 2-24. Line sources radiate a cylindrical wave (ideal
case). The level drop versus distance is less than for a point
source. Courtesy Syn-Aud-Con.

If the line source is finite in length (as all real-world
sources will be), then there will be a phase differential
between the sound radiated from different points on the
source to a specific point in space. All of the points will
be the most in phase on a plane perpendicular from the
array and equidistant from the end points of the array.
As the point of observation moves away from the
midpoint, phase interaction will produce lobes in the
radiated energy pattern. The lobes can be suppressed by
clever design, allowing the wave front to be confined to
a very narrow vertical angle, yet with wide horizontal
coverage. Such a radiation pattern is ideal for some
applications, such as a broad, flat audience plane that
must be covered from ear height. Digital signal

processing has produced well-behaved line arrays that
can project sound to great distances. Some incorporate
an adjustable delay for each element to allow steering of
the radiation lobe. Useful designs for auditoriums are at
least 2 meters in vertical length.

While it is possible to construct a continuous line
source using ribbon drivers, etc., most commercially
available designs are made up of closely spaced discrete
loudspeakers or loudspeaker systems and are more
properly referred to as line arrays, Fig. 2-25.

End of array

/,.~——'_—'_" —‘_\_'_""\--..\'
P |
\‘“-—-._“‘:%-—-—F’/
W ek
EUNERAAN
SA L 2A
—t | S | o
A \Q\\‘ \\ Pressure maximum
10log o =-3dB | \\;\ due to phase summation
< 2D.—»| Pressure minimum
D, » X | due to phase summation
e TR
T
— 1
End of array

Figure 2-25. The finite line array has gained wide
acceptance among system designers, allowing wide audi-
ence coverage with minimal energy radiation to room sur-
faces. Courtesy Syn-Aud-Con.

2.12 Conclusion

The material in this chapter was carefully selected to
expose the reader to a broad spectrum of principles
regarding sound reinforcement systems. As a colleague
once put it, “Sound theory is like an onion. Every time
you peel off a layer another lies beneath it!” Each of
these topics can be taken to higher levels, and many
have been by other authors within this textbook. The
reader is encouraged to use this information as a spring-
board into a life-long study of audio and acoustics. We
are called upon to spend much of our time learning
about new technologies. It must be remembered that
new methods come from the mature body of principles
and practices that have been handed down by those who
came before us. Looking backward can have some huge
rewards.

If I can see farther than those who came before me, it
is because I am standing on their shoulders.

Sir Isaac Newton
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3.1 Psychoacoustics and Subjective Quantities

Unlike other senses, it is surprising how limited our
vocabulary is when talking about hearing.! Especially in
the audio industry, we do not often discriminate
between subjective and objective quantities. For
instance, the quantities of frequency, level, spectrum,
etc. are all objective, in a sense that they can be mea-
sured with a meter or an electronic device; whereas the
concepts of pitch, loudness, timbre, etc. are subjective,
and they are auditory perceptions in our heads. Psycho-
acoustics investigates these subjective quantities (i.e.,
our perception of hearing), and their relationship with
the objective quantities in acoustics. Psychoacoustics
got its name from a field within psychology—i.e., rec-
ognition science—which deals with all kinds of human
perceptions, and it is an interdisciplinary field of many
areas, including psychology, acoustics, electronic engi-
neering, physics, biology, physiology, computer sci-
ence, etc.

Although there are clear and strong relationships
between certain subjective and objective quanti-
ties—e.g., pitch versus frequency—other objective
quantities also have influences. For example, changes in
sound level can affect pitch perception. Furthermore,
because no two persons are identical, when dealing with
perceptions as in psychoacoustics, there are large indi-
vidual differences, which can be critical in areas such as
sound localization.? In psychoacoustics, researchers
have to consider both average performances among
population and individual variations. Therefore,
psychophysical experiments and statistical methods are
widely used in this field.

Compared with other fields in acoustics, psycho-
acoustics is relatively new, and has been developing
greatly. Although many of the effects have been known
for some time (e.g., Hass effect?), new discoveries have
been found continuously. To account for these effects,
models have been proposed. New experimental findings
might invalidate or modify old models or make certain
models more or less popular. This process is just one
representation of how we develop our knowledge. For
the purpose of this handbook, we will focus on summa-
rizing the known psychoacoustic effects rather than
discussing the developing models.

3.2 Ear Anatomy and Function

Before discussing various psychoacoustic effects, it is
necessary to introduce the physiological bases of those
effects, namely the structure and function of our
auditory system. The human ear is commonly consid-

ered in three parts: the outer ear, the middle ear, and the
inner ear. The sound is gathered (and as we shall see
later, modified) by the external ear called the pinna and
directed down the ear canal (auditory meatus). This
canal is terminated by the tympanic membrane (ear-
drum). These parts constitute the outer ear, as shown in
Figs. 3-1 and 3-2. The other side of the eardrum faces
the middle ear. The middle ear is air filled, and pressure
equalization takes place through the eustachian tube
opening into the pharynx so normal atmospheric pres-
sure is maintained on both sides of the eardrum. Fas-
tened to the eardrum is one of the three ossicles, the
malleus which, in turn, is connected to the incus and
stapes. Through the rocking action of these three tiny
bones the vibrations of the eardrum are transmitted to
the oval window of the cochlea with admirable effi-
ciency. The sound pressure in the liquid of the cochlea
is increased some 30-40 dB over the air pressure acting
on the eardrum through the mechanical action of this
remarkable middle ear system. The clear liquid filling
the cochlea is incompressible, like water. The round
window is a relatively flexible pressure release allow-
ing sound energy to be transmitted to the fluid of the
cochlea via the oval window. In the inner ear the travel-
ing waves set up on the basilar membrane by vibrations
of the oval window stimulate hair cells that send nerve
impulses to the brain.

Cochlea

Ossicles

Pinna

Auditory
L~ nerve

Eustachian
tube

Round

Eardrum Oval
window window

Figure 3-1. A cross-section of the human ear showing the
relationship of the various parts.

3.2.1 Pinna

The pinna, or the human auricle, is the most lateral (i.e.,
outside) portion of our auditory system. The beauty of
these flaps on either side of our head may be ques-
tioned, but not the importance of the acoustical func-
tion they serve. Fig. 3-3 shows an illustration of various
parts of the human pinna. The entrance to the ear canal,
or concha, is most important acoustically for filtering
because it contains the largest air volume in a pinna. Let
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Figure 3-2. Highly idealized portrayal of the outer ear, mid-
dle ear, and inner ear.

us assume for the moment that we have no pinnae, just
holes in the head, which is actually a simplest model for
human hearing, called the spherical head model. Cup-
ping our hands around the holes would make sounds
louder as more sound energy is directed into the open-
ing. How much does the pinna help in directing sound
energy into the ear canal? We can get some idea of this
by measuring the sound pressure at the opening of the
ear canal with and without the hand behind the ear. Wie-
ner and Ross* did this and found a gain of 3 to 5 dB at
most frequencies, but a peak of about 20 dB in the
vicinity of 1500 Hz. Fig. 3-4 shows the transfer function
measured by Shaw,5 and the curves numbered 3 and 4
are for concha and pinna flange, respectively. The
irregular and asymmetric shape of a pinna is not just for
aesthetic reasons. In Section 3.11, we will see that it is
actually important for our ability to localize sounds and
to aid in spatial-filtering of unwanted conversations.

3.2.2 Temporal Bones

On each of the left and right sides of our skull, behind
the pinna, there is a thin, fanlike bone—namely, the
temporal bone—covering the entire human ear, except
for the pinna. This bone can be further divided into four
portions—i.e., the squamous, mastoid, tympanic and
petrous portions. The obvious function for the temporal
bone is to protect our auditory system. Other than
cochlear implant patients, whose temporal bone has to
be partly removed during a surgery, people might not
pay much attention to it, especially regarding acoustics.
However the sound energy that propagates through the
bone into our inner ear, as opposed to through the ear
canal and middle ear, is actually fairly significant. For

-

Intertragic |
notch

Figure 3-3. The human outer ear, the pinna, with identifica-

tion of some of the folds, cavities, and ridges that have sig-
nificant acoustical effect.
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Figure 3-4. The average pressure gain contributed by the
different components of the outer ear in humans. The
sound source is in the horizontal plane, 45° from straight
ahead. (After Shaw, Reference 5.)

patients with conductive hearing loss—e.g., damage of
middle ear—there are currently commercially available
devices, which look something like headphones and are
placed on the temporal bone. People with normal hear-
ing can test it by plugging their ears while wearing the
device. Although the timbres sound quite different from
normal hearing, the filtered speech is clear enough to
understand. Also because of this bone conduction, along
with other effects such as acoustic reflex, which will be
discussed in Section 3.2.4.1, one hears his or her own



Psychoacoustics 45

voice differently from how other people hear the voice.
While not receiving much attention in everyday life, it
might be sometimes very important. For example, an
experienced voice teacher often asks a student singer to
record his or her own singing and playback with an
audio system. The recording will sound unnatural to the
singer but will be a more accurate representation of
what the audience hears.

3.2.3 Ear Canal

The ear canal has a diameter about 5 to 9 mm and is
about 2.5 cm long. It is open to the outside environment
at the concha, and is closed at the tympanic membrane.
Acoustically, it can be considered as a closed pipe
whose cross-sectional shape and area vary along its
length. Although being bended and irregular in shape,
the ear canal does demonstrate the modal characteristic
of a closed pipe. It has a fundamental frequency of
about 3 kHz, corresponding to a quarter wavelength
close to the length of the ear canal. Because of this
resonant frequency, our hearing is most sensitive to a
frequency band around 3 kHz, which is, not just by
coincidence, the most important frequency band of
human speech. On Fig. 3-4, the number 5 curve shows
the effect of the ear canal, taking the eardrum into
account as well. As can be seen, there is an
approximately 11 dB of gain at around 2.5 kHz. After
combining all the effects of head, torso and neck, pinna,
ear canal and eardrum, the total transfer function is the
curve marked with a letter T on Fig. 3-4. It is relatively
broadly tuned between 2 and 7 kHz, with as much as
20 dB of gain. Unfortunately, because of this resonance,
in very loud noisy environments with broadband sound,
hearing damage usually first happens around 4 kHz.

3.2.4 Middle Ear

The outer ear, including the pinna and the ear canal,
ends at the eardrum. It is an air environment with low
impedance. On the other hand, the inner ear, where the
sensory cells are, is a fluid environment with high
impedance. When sound (or any wave) travels from one
medium to another, if the impedances of the two media
do not match, much of the energy would be reflected at
the surface, without propagating into the second
medium. For the same reason, we use microphones to
record in the air and hydrophones to record under water.
To make our auditory system efficient, the most impor-
tant function of the middle ear is to match the imped-
ances of outer and inner ears. Without the middle ear,

we would suffer a hearing loss of about 30 dB (by
mechanical analysis® and experiments on cats?).

A healthy middle ear (without middle ear infection)
is an air-filled space. When swallowing, the eustachian
tube is open to balance the air pressure inside the middle
ear and that of the outside world. Most of the time,
however, the middle ear is sealed from the outside envi-
ronment. The main components of the middle ear are the
three ossicles, which are the smallest bones in our body:
the malleus, incus, and stapes. These ossicles form an
ossiclar chain, which is firmly fixed on the eardrum and
the oval window on each side. Through mostly three
types of mechanical motions—namely piston motion,
lever motion and buckling motion$—the acoustic energy
is transferred into the inner ear effectively. The middle
ear can be damaged temporarily by middle ear infection,
or permanently by genetic disease. Fortunately, with
current technology, doctors can rebuild the ossicles with
titanium, the result being a total recovering of hearing.?
Alternatively one can use devices that rely on bone
conduction.!?

3.2.4.1 Acoustic Reflex

There are two muscles in the middle ear: the tensor tym-
pani that is attached to the malleus, and the stapedius
muscle that is attached to the stapes. Unlike other mus-
cles in our bodies, these muscles form an angle with
respect to the bone, instead of along the bone, which
makes them very ineffective for motion. Actually the
function of these muscles is for changing the stiffness of
the ossicular chain. When we hear a very loud
sound—i.e., at least 75 dB higher than the hearing
threshold—when we talk or sing, when the head is
touched, or when the body moves,!! these middle ear
muscles will contract to increase the stiffness of the
ossicular chain, which makes it less effective, so that
our inner ear is protected from exposure to the loud
sound. However, because this process involves a higher
stage of signal processing, and because of the filtering
features, this protection works only for slow onset and
low-frequency sound (up to 1.2 kHz!2) and is not effec-
tive for noises such as an impulse or noise with high fre-
quencies (e.g., most of the music recordings today).

3.2.5 Inner Ear

The inner ear, or the labyrinth, is composed of two sys-
tems: the vestibular system, which is critical to our
sense of balance, and the auditory system which is used
for hearing. The two systems share fluid, which is
separated from the air-filled space in the middle ear by



46 Chapter 3

the oval window and the round window. The auditory
portion of the inner ear is the snail-shaped cochlea. It is
a mechanical-to-electrical transducer and a fre-
quency-selective analyzer, sending coded nerve
impulses to the brain. This is represented crudely in Fig.
3-5. A rough sketch of the cross section of the cochlea
is shown in Fig. 3-6. The cochlea, throughout its length
(about 35 mm if stretched out straight), is divided by
Reissner’s membrane and the basilar membrane into
three separate compartments—namely, the scala ves-
tibuli, the scala media, and the scala tympani. The scala
vestibuli and the scala tympani share the same fluid,
perilymph, through a small hole, the helicotrema, at the
apex; while the scala media contains another fluid,
endolymph, which contains higher density of potassium
ions facilitating the function of the hair cells. The basi-
lar membrane supports the Organ of Corti, which con-
tains the hair cells that convert the relative motion
between the basilar membrane and the tectorial mem-
brane into nerve pulses to the auditory nerve.

Obstacles

Ratio
1.3 to3:1 |
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3.mm2 Cochlea Basilar
window membrane

Figure 3-5. The mechanical system of the middle ear.
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Figure 3-6. Cross-sectional sketch of the cochlea.

When an incident sound arrives at the inner ear, the
vibration of the stapes is transported into the scala

vestibuli through the oval window. Because the cochlear
fluid is incompressible, the round window connected to
the scala tympani vibrates accordingly. Thus, the vibra-
tion starts from the base of the cochlea, travels along the
scala vestimbuli, all the way to the apex, and then
through the helicotrema into the scala tympani, back to
the base, and eventually ends at the round window. This
establishes a traveling wave on the basilar membrane
for frequency analysis. Each location at the basilar
membrane is most sensitive to a particular
frequency—i.e., the characteristic frequency—although
it also responds to a relatively broad frequency band at
smaller amplitude. The basilar membrane is narrower
(0.04 mm) and stiffer near the base, and wider (0.5 mm)
and looser near the apex. (By contrast, when observed
from outside, the cochlea is wider at the base and
smaller at the apex.) Therefore, the characteristic
frequency decreases gradually and monotonically from
the base to the apex, as indicated in Fig. 3-5. The trav-
eling-wave phenomenon illustrated in Figs. 3-7 and 3-8
shows the vibration patterns—i.e., amplitude versus
location—for incident pure tones of different frequen-
cies. An interesting point in Fig. 3-8 is that the vibration
pattern is asymmetric, with a slow tail close to the base
(for high frequencies) and a steep edge close to the apex
(for low frequencies). Because of this asymmetry, it is
easier for the low frequencies to mask the high frequen-
cies than vice versa.

Within the Organ of Corti on the basilar membrane,
there are a row of inner hair cells (IHC), and three to
five rows of outer hair cells (OHC), depending on loca-
tion. There are about 1500 /HCs and about 3500 OHCs.
Each hair cell contains stereociliae (hairs) that vibrate
corresponding to the mechanical vibration in the fluid
around them. Because each location on the basilar
membrane is most sensitive to its own characteristic
frequency, the hair cells at the location also respond
most to its characteristic frequency. The IHCs are
sensory cells, like microphones, which convert mechan-
ical vibration into electrical signal—i.e., neural firings.
The OHCs, on the other hand, change their shapes
according to the control signal received from efferent
nerves. Their function is to give an extra gain or attenua-
tion, so that the output of the IHC is tuned to the
characteristic frequency much more sharply than the
IHC itself. Fig. 3-9 shows the tuning curve (output level
vs. frequency) for a particular location on the basilar
membrane with and without functioning OHCs. The
tuning curve is much broader with poor frequency selec-
tivity when the OHCs do not function. The OHCs make
our auditory system an active device, instead of a
passive microphone. Because the OHCs are active and
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Figure 3-7. A traveling wave on the basilar membrane of
the inner ear. (After von Békésy, Reference 13.) The exag-
gerated amplitude of the basilar membrane for a 200 Hz
wave traveling from left to right is shown at A. The same
wave 1.25 ms later is shown at B. These traveling 200 Hz
waves all fall within the envelope at C.

consume a lot of energy and nutrition, they are usually
damaged first due to loud sound or ototoxic medicines
(i.e., medicine that is harmful to the auditory system).
Not only does this kind of hearing loss make our hearing
less sensitive, it also makes our hearing less sharp. Thus,
as is easily confirmed with hearing-loss patients, simply
adding an extra gain with hearing aids would not totally
solve the problem.

3.3 Frequency Selectivity

3.3.1 Frequency Tuning

As discussed in Section 3.2.5, the inner hair cells are
sharply tuned to the characteristic frequencies with help
from the outer hair cells. This tuning character is also
conserved by the auditory neurons connecting to the
inner hair cells. However, this tuning feature varies with
level. Fig. 3-10 shows a characteristic diagram of tuning
curves from a particular location on the basilar mem-
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Figure 3-8. An illustration of vibration patterns of the hair
cells on the basilar membrane for various incident pure
tones. There is a localized peak response for each
audible frequency. (After von Békésy, Reference 13.)
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brane at various levels. As can be seen in this graph, as
level increases, the tuning curve becomes broader, indi-
cating less frequency selectivity. Thus, in order to hear
music more sharply, one should play back at a relatively
low level. Moreover, above 60 dB, as level increases,
the characteristic frequency decreases. Therefore when
one hears a tone at a high level, a neuron that is nor-
mally tuned at a higher characteristic frequency is now
best tuned to the tone. Because eventually the brain per-
ceives pitch based on neuron input, at high levels, with-
out knowing that the characteristic frequency has
decreased, the brain hears the pitch to be sharp.

Armed with this knowledge, one would think that
someone who was engaged in critical listening—a
recording engineer, for example—would choose to
listen at moderate to low levels. Why then do so many
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audio professionals choose to monitor at very high
levels? There could be many reasons. Loud levels may
be more exciting. It may simply be a matter of habit.
For instance, an audio engineer normally turns the
volume to his or her customary level fairly accurately.
Moreover, because frequency selectivity is different at
different levels, an audio engineer might choose to
make a recording while listening at a “realistic” or
“performance” level rather than monitoring at a level
that is demonstratedly more accurate. Finally, of course,
there are some audio professionals who have lost some

hearing already, and in order to pick up certain
frequency bands they keep on boosting the level, which
unfortunately further damages their hearing.

3.3.2 Masking and Its Application in Audio
Encoding

Suppose a listener can barely hear a given acoustical sig-
nal under quiet conditions. When the signal is playing in
presence of another sound (called “a masker”), the signal
usually has to be stronger so that the listener can hear it.!”
The masker does not have to include the frequency com-
ponents of the original signal for the masking effect to
take place, and a masked signal can already be heard
when it is still weaker than the masker.!8

Masking can happen when a signal and a masker are
played simultaneously (simultaneous masking), but it
can also happen when a masker starts and ends before a
signal is played. This is known as forward masking.
Although it is hard to believe, masking can also happen
when a masker starts after a signal stops playing! In
general, the effect of this backward masking is much
weaker than forward masking. Forward masking can
happen even when the signal starts more than 100 ms
after the masker stops,!? but backward masking disap-
pears when the masker starts 20 ms after the signal.20

The masking effect has been widely used in psycho-
acoustical research. For example, Fig. 3-10 shows the
tuning curve for a chinchilla. For safety reasons,
performing such experiments on human subjects is not
permitted. However, with masking effect, one can vary
the level of a masker, measure the threshold (i.e., the
minimum sound that the listener can hear), and create a
diagram of a psychophysical tuning curve that reveals
similar features.

Besides scientific research, masking effects are also
widely used in areas such as audio encoding. Now, with
distribution of digital recordings, it is desirable to
reduce the sizes of audio files. There are lossless
encoders, which is an algorithm to encode the audio file
into a smaller file that can be completely reconstructed
with another algorithm (decoder). However, the file
sizes of the lossless encoders are still relatively large.
To further reduce the size, some less important informa-
tion has to be eliminated. For example, one might elimi-
nate high frequencies, which is not too bad for speech
communication. However, for music, some important
quality might be lost. Fortunately, because of the
masking effect, one can eliminate some weak sounds
that are masked so that listeners hardly notice the differ-
ence. This technique has been widely used in audio
encoders, such as MP3.



Psychoacoustics 49

3.3.3 Auditory Filters and Critical Bands

Experiments show that our ability to detect a signal
depends on the bandwidth of the signal. Fletcher
(1940)'8 found that, when playing a tone in the presence
of a bandpass masker, as the masker bandwidth was
increased while keeping the overall level of the masker
unchanged, the threshold increased as bandwidth
increased up to a certain limit, beyond which the thresh-
old remained constant. One can easily confirm that,
when listening to a bandpass noise with broadening
bandwidth and constant overall level, the loudness is
unchanged, until a certain bandwidth is reached, and
beyond that bandwidth the loudness increases as band-
width increases, although the reading of an SPL meter is
constant. An explanation to account for these effects is
the concept of auditory filters. Fletcher proposed that,
instead of directly listening to each hair cell, we hear
through a set of auditory filters, whose center frequen-
cies can vary or overlap, and whose bandwidth is vary-
ing according to the center frequency. These bands are
referred to as critical bands (CB). Since then, the shape
and bandwidth of the auditory filters have been care-
fully studied. Because the shape of the auditory filters is
not simply rectangular, it is more convenient to use the
equivalent rectangular bandwidth (ERB), which is the
bandwidth of a rectangular filter that gives the same
transmission power as the actual auditory filter. Recent
study by Glasberg and Moore (1990) gives a formula
for ERB for young listeners with normal hearing under
moderate sound pressure levels2!:

ERB = 2477(437F+1)

where,

the center frequency of the filter F'is in kHz,
ERB is in Hz.

Sometimes, it is more convenient to use an ERB
number as in Eq. 3-1,2! similar to the Bark scale
proposed by Zwicker et al.?2:

ERB Number = 21.4log(4.37F+1)

where,
the center frequency of the filter F'is in kHz.

(3-1

Table 3-1 shows the ERB and Bark scale as a
function of the center frequency of the auditory filter.
The Bark scale is also listed as a percentage of center
frequency, which can then be compared to filters
commonly used in acoustical measurements: octave
(70.7%), half octave (34.8%), one-third octave (23.2%),
and one-sixth octave (11.6%) filters. The ERB is shown
in Fig. 3-11 as a function of frequency. One-third octave

filters which are popular in audio and have been widely
used in acoustical measurements ultimately have their
roots in the study of human auditory response.
However, as Fig. 3-11 shows, the ERB is wider than /3
octave for frequencies below 200 Hz; is smaller than /3
octave for frequencies above 200 Hz; and, above 1 kHz,
it approaches /6 octave.

Table 3-1. Critical Bandwidths of the Human Ear

Critical Band Center Bark Scale Equivalent
No Frequency  (Hz) % Rectangular
Hz Band (ERB), Hz
1 50 100 200 33
2 150 100 67 43
3 250 100 40 52
4 350 100 29 62
5 450 110 24 72
6 570 120 21 84
7 700 140 20 97
8 840 150 18 111
9 1000 160 16 130
10 1170 190 16 150
11 1370 210 15 170
12 1600 240 15 200
13 1850 280 15 220
14 2150 320 15 260
15 2500 380 15 300
16 2900 450 16 350
17 3400 550 16 420
18 4000 700 18 500
19 4800 900 19 620
20 5800 1100 19 780
21 7000 1300 19 990
22 8500 1800 21 1300
23 10,500 2500 24 1700
24 13,500 3500 26 2400

3.4 Nonlinearity of the Ear

When a set of frequencies are input into a linear system,
the output will contain only the same set of frequencies,
although the relative amplitudes and phases can be
adjusted due to filtering. However, for a nonlinear sys-
tem, the output will include new frequencies that are not
present in the input. Because our auditory system has
developed mechanisms such as acoustic reflex in the
middle ear and the active processes in the inner ear, it is
nonlinear. There are two types of nonlinear-
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Figure 3-11. A plot of critical bandwidths (calculated ERBs)
of the human auditory system compared to constant per-
centage bandwidths of filter sets commonly used in acousti-
cal measurements.

ity—namely, harmonic distortion and combination
tones. Harmonic distortion can be easily achieved by
simply distorting a sine-tone. The added new compo-
nents are harmonics of the original signal. A combina-
tion tone happens when there are at least two
frequencies in the input. The output might include com-
bination tones according to

fo = |nxfi £ mxf (3-2)

where,
f.1s the frequency of a combination tone,

/1 and f, are the two input frequencies, and n and m are
any integer numbers.

For example, when two tones at 600 and 700 Hz are
input, the output might have frequencies such as 100 Hz
(=700 — 600 Hz), 500 Hz (= 2 x 600 — 700 Hz), and
400 Hz (= 3 x 600 — 2 x 700 Hz), etc.

Because the harmonic distortion does not change the
perception of pitch, it would not be surprising if we are
less tolerant of the combination tones.

Furthermore, because the auditory system is active,
even in a completely quiet environment, the inner ear
might generate tones. These otoacoustic emissions?3 are
a sign of a healthy and functioning inner ear, and quite
different from the tinnitus resulting from exposure to
dangerously high sound pressure levels.

3.5 Perception of Phase

The complete description of a given sound includes
both an amplitude spectrum and a phase spectrum.
People normally pay a lot of attention to the amplitude
spectrum, while caring less for the phase spectrum. Yet
academic researchers, hi-fi enthusiasts, and audio engi-
neers all have asked, “Is the ear able to detect phase dif-
ferences?” About the middle of the last century, G. S.
Ohm wrote, “Aural perception depends only on the
amplitude spectrum of a sound and is independent of
the phase angles of the various components contained in
the spectrum.” Many apparent confirmations of Ohm’s
law of acoustics have later been traced to crude measur-
ing techniques and equipment.

Actually, the phase spectrum sometimes can be very
important for the perception of timbre. For example, an
impulse and white noise sound quite different, but they
have identical amplitude spectrum. The only difference
occurs in the phase spectrum. Another common
example is speech: if one scrambles the relative phases
in the spectrum of a speech signal, it will not be intelli-
gible. Now, with experimental evidence, we can
confirm that our ear is capable of detecting phase infor-
mation. For example, the neural firing of the auditory
nerve happens at a certain phase, which is called the
phase-locking, up to about 5 kHz.24 The phase-locking
is important for pitch perception. In the brainstem, the
information from left and right ears is integrated, and
the interaural phase difference can be detected, which is
important for spatial hearing. These phenomena will be
discussed in more detail in Sections 3.9 and 3.11.

3.6 Auditory Area and Thresholds

The auditory area depicted in Fig. 3-12 describes, in a
technical sense, the limits of our aural perception. This
area is bounded at low sound levels by our threshold of
hearing. The softest sounds that can be heard fall on the
threshold of hearing curve. Above this line the air mole-
cule movement is sufficient to elicit a response. If, at
any given frequency, the sound pressure level is
increased sufficiently, a point is reached at which a tick-
ling sensation is felt in the ears. If the level is increased
substantially above this threshold of feeling, it becomes
painful. These are the lower and upper boundaries of
the auditory area. There are also frequency limitations
below about 20 Hz and above about 16 kHz, limitations
that (like the two thresholds) vary considerably from
individual to individual. We are less concerned here
about specific numbers than we are about principles. On
the auditory area of Fig. 3-12, all the sounds of life are
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played out—low frequency or high, very soft or very
intense. Speech does not utilize the entire auditory area.
Its dynamic range and frequency range are quite lim-
ited. Music has both a greater dynamic range than
speech and a greater frequency range. But even music
does not utilize the entire auditory area.
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Figure 3-12. All sounds perceived by humans of average
hearing acuity fall within the auditory area. This area is
defined by the threshold of hearing and the threshold of
feeling (pain) and by the low and high frequency limits of
hearing. Music and speech do not utilize the entire auditory
area available, but music has the greater dynamic range
(vertical) and frequency demands (horizontal).

3.7 Hearing Over Time

If our ear was like an ideal Fourier analyzer, in order to
translate a waveform into a spectrum, the ear would
have to integrate over the entire time domain, which is
not practical and, of course, not the case. Actually, our
ear only integrates over a limited time window (i.e., a
filter on the time axis), and thus we can hear changes of
pitch, timbre, and dynamics over time, which can be
shown on a spectrogram instead of a simple spectrum.
Mathematically, it is a wavelet analysis instead of a
Fourier analysis. Experiments on gap detection between
tones at different frequencies indicate that our temporal
resolution is on the order of 100 ms,25 which is a good
estimate of the time window of our auditory system. For
many perspectives (e.g., perceptions on loudness, pitch,
timbre), our auditory system integrates acoustical infor-
mation within this time window.

3.8 Loudness

Unlike level or intensity, which are physical or objec-
tive quantities, loudness is a listener’s subjective per-
ception. As the example in Section 3.3, even if the SPL
meter reads the same level, a sound with a wider band-
width might sound much louder than a sound with a
smaller bandwidth. Even for a pure tone, although loud-
ness follows somewhat with level, it is actually a quite
complicated function, depending on frequency. A tone
at 40 dB SPL is not necessarily twice as loud as another
sound at 20 dB SPL. Furthermore, loudness also varies
among listeners. For example, a listener who has lost
some sensitivity in a certain critical band will perceive
any signal in that band to be at a lower level relative to
someone with normal hearing.

Although there is no meter to directly measure a
subjective quantity such as loudness, psycho-physical
scaling can be used to investigate loudness across
subjects. Subjects can be given matching tasks, where
they are asked to adjust the level of signals until they
match, or comparative tasks, where they are asked to
compare two signals and estimate the scales for
loudness.

3.8.1 Equal Loudness Contours and Loudness Level

By conducting experiments using pure tones with a
large population, Fletcher and Munson at Bell Labs
(1933) derived equal loudness contours, also known as
the Fletcher-Munson curves. Fig. 3-13 shows the equal
loudness contours later refined by Robinson and
Dadson, which have been recognized as an international
standard. On the figure, the points on each curve corre-
spond to pure tones, giving the same loudness to an
average listener. For example, a pure tone at 50 Hz at
60 dB SPL is on the same curve as a tone at 1 kHz at
30 dB. This means that these two tones have identical
loudness to an average listener. Obviously, the level for
the 50 Hz tone is 30 dB higher than the level of the
60 Hz tone, which means that we are much less sensi-
tive to the 50 Hz tone. Based on the equal loudness con-
tours, loudness level, in phons, is introduced. It is
always referenced to a pure tone at 1 kHz. The loudness
level of a pure tone (at any frequency) is defined as the
level of a 1 kHz tone that has identical loudness to the
given tone for an average listener. For the above exam-
ple, the loudness of the 50 Hz pure tone is 30 phons,
which means it is as loud as a 30 dB pure tone at 1 kHz.
The lowest curve marked with “minimum audible” is
the hearing threshold. Although many normal listeners
can hear tones weaker than this threshold at some fre-
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quencies, on average, it is a good estimate of a mini-
mum audible limit. The tones louder than the curve of
120 phons will cause pain and hearing damage.
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Figure 3-13. Equal loudness contours for pure tones in a
frontal sound field for humans of average hearing acuity
determined by Robinson and Dadson. The loudness levels
in phons correspond to the sound pressure levels at
1000 Hz. (ISO Recommendation 226).

The equal loudness contours also show that human
hearing is most sensitive around 4 kHz (which is where
the hearing damage due to loud soundsfirst happens),
less sensitive to high frequencies, and much less
sensitive for very low frequencies (which is why a
subwoofer has to be very powerful to produce strong
bass, the price of which is the masking of mid-and
high-frequencies and potential hearing damage). A
study of this family of curves tells us why treble and
bass frequencies seem to be missing or down in level
when favorite recordings are played back at low
levels.26

One might notice that for high frequencies above
10 kHz, the curves are nonmonotonic for low levels.
This is due to the second resonant mode of the ear
canal. Moreover, at low frequencies below 100 Hz, the
curves are close to each other, and the change of a few
dB can give you the feeling of more than 10 dB of
dynamic change at 1 kHz. Furthermore, the curves are
much flatter at high levels, which unfortunately encour-
aged many to listen to reproduced music at abnormally
high levels, again causing hearing damage. Actually,
even if one wanted to have flat or linear hearing,
listening at abnormally high levels might not be wise,
because the frequency selectivity of our auditory system
will be much poorer, leading to much greater interaction

between various frequencies. Of course, one limitation
of listening at a lower level is that, if some frequency
components fall below the hearing threshold, then they
are not audible. This problem is especially important for
people who have already lost some acuity at a certain
frequency, where his or her hearing threshold is much
higher than normal. However, in order to avoid further
damage of hearing, and in order to avoid unnecessary
masking effect, one still might consider listening at
moderate levels.

The loudness level considers the frequency response
of our auditory system, and therefore is a better scale
than the sound pressure level to account for loudness.
However, just like the sound pressure level is not a scale
for loudness, the loudness level does not directly repre-
sent loudness, either. It simply references the sound
pressure level of pure tones at other frequencies to that
of a 1 kHz pure tone. Moreover, the equal loudness
contours were achieved with pure tones only, without
consideration of the interaction between frequency
components—e.g., the compression within each audi-
tory filter. One should be aware of this limit when
dealing with broadband signals, such as music.

3.8.2 Level Measurements with A-, B-, and
C-Weightings

Although psychoacoustical experiments give better
results on loudness, practically, level measurement is
more convenient. Because the equal loudness contours
are flatter at high levels, in order to make level measure-
ments somewhat representing our loudness perception,
it is necessary to weight frequencies differently for mea-
surements at different levels. Fig. 3-14 shows the three
widely used weighting functions.2’” The A-weighting
level is similar to our hearing at 40 dB, and is used at
low levels; the B-weighting level represents our hear-
ing at about 70 dB; and the C-weighting level is more
flat, representing our hearing at 100 dB, and thus is used
at high levels. For concerns on hearing loss, the
A-weighting level is a good indicator, although hearing
loss often happens at high levels.

3.8.3 Loudness in Sones

Our hearing for loudness is definitely a compressed
function (less sensitive for higher levels), giving us both
sensitivity for weak sounds and large dynamic range for
loud sounds. However, unlike the logarithmic scale (dB)
that is widely used in sound pressure level, experimen-
tal evidence shows that loudness is actually a power law
function of intensity and pressure as shown in Eq. 3-3.
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Figure 3-14. Levels with A-, B-, and C-weightings. (Refer-
ence 27.)

Loudness = kx I*

(3-3)
k' x p2cx

where,

k and k' are constants accounting for individuality of
listeners,

1 is the sound intensity,
p is the sound pressure,

o varies with level and frequency.

The unit for loudness is sones. By definition, one
sone is the loudness of a 1 kHz tone at a loudness level
of 40 phons, the only point where phons and SPL meet.
If another sound sounds twice as loud as the 1 kHz tone
at 40 phons, it is classified as 2 sones, etc. The loudness
of pure tones in sones is compared with the SPL in dB
in Fig. 3-15. The figure shows that above 40 dB, the
curve is a straight line, corresponding to an exponent of
about 0.3 for sound intensity and an exponent of 0.6 for
sound pressure as in Eq. 3-3. The exponent is much
greater for levels below 40 dB, and for frequencies
below 200 Hz (which can be confirmed by the fact that
the equal loudness contours are compact for frequencies
below 200 Hz on Fig. 3-13).

One should note that Eq. 3-3 holds for not only pure
tones, but also bandpass signals within an auditory filter
(critical band). The exponent of 0.3 (<1) indicates
compression within the filter. However, for a broad-
band signal that is wider than one critical bandwidth,
Eq. 3-3 holds for each critical band, and the total loud-
ness is simply the sum of loudness in each band (with
no compression across critical bands).
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Loudness—sones
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Figure 3-15. Comparison between loudness in sones and
loudness level in phons for a 1 kHz tone. (Plack, Reference
15, p118, data from Hellman, Reference 28.)

3.8.4 Loudness versus Bandwidth

Due to less compression across critical bands, broad-
band sounds, such as a rocket launching or a jet aircraft
taking off, seem to be much louder than pure tones or
narrow bands of noise of the same sound pressure level.
In fact, as in the example in Section 3.3.3, increasing
the bandwidth does not increase loudness until the criti-
cal bandwidth is exceeded. Beyond that point multiple
critical bands are excited, and the loudness increases
markedly with increase in bandwidth because of less
compression across critical bands. For this reason, the
computation of loudness for a wide band sound must be
based on spectral distribution of energy. Filters no nar-
rower than critical bands are required and /3 octave fil-
ters are commonly used.

3.8.5 Loudness of Impulses

Life is filled with impulse-type sounds: snaps, pops,
crackles, bangs, bumps, and rattles. For impulses or
tone bursts with duration greater than 100 ms, loudness
is independent of pulse width. The effect on loudness
for pulses shorter than 200 ms is shown in Fig. 3-16.
This curve shows how much higher the level of short
pulses of noise and pure tones must be to sound as loud
as continuous noise or pure tones. Pulses longer than
200 ms are perceived to be as loud as continuous noise
or tones of the same level. For the shorter pulses, the
pulse level must be increased to maintain the same
loudness as for the longer pulses. Noise and tonal pulses
are similar in the level of increase required to maintain
the same loudness. Fig. 3-16 indicates that the ear has a
time constant of about 200 ms, confirming the time
window on the order of 100 ms, as discussed in Section
3.7. This means that band levels should be measured
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with RMS detectors having integration times of about
200 ms. This corresponds to the FAST setting on a
sound level meter while the SLOW setting corresponds
to an integration time of 500 ms.
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Figure 3-16. Short pulses of sound must be increased in
level to sound as loud as longer pulses.
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3.8.6 Perception of Dynamic Changes

How sensitive is our hearing of dynamic changes? In
other words, how much intensity or level change will
lead to a perception of change of loudness? To discuss
this kind of problem, we need the concept of
just-noticeable difference (JND), which is defined as the
minimum change that can be detected. Weber’s Law
states that the JND in intensity, in general and not nec-
essarily for hearing, is proportional to the overall inten-
sity. If Weber’s Law holds, the Weber fraction in dB as
defined in Eq. 3-4 would be a constant, independent of
the overall intensity and the overall level.

Weber fraction in dB = lOlog(é-—I—)

7 (3-4)

= constant
where,

1 is the intensity,
ATis the JND of intensity.

Please note that the Weber fraction in dB is not the JND
of SPL (AL), which can be calculated according to Eq.
3-5.

AL = 1010g(1 +A7’) (3-5)

If A7is much smaller than 7, Eq. 3-5 is approxi-
mately

ar = 435(1+4) (3-6)

Fig. 3-17 shows the measurement of the Weber frac-
tion for broadband signals up to 110 dB SPL.2% Above
30 dB, the Weber fraction in dB is indeed a constant of
about —10 dB, corresponding to a JND (AL) of 0.4 dB.
However, for weak sounds below 30 dB, the Weber
fraction in dB is higher, and can be as high as 0 dB,
corresponding to a JND (AL) of 3 dB. In other words,
our hearing is less sensitive (in level) for dynamic
changes of sounds weaker than 30 dB. Interestingly,
when measuring with pure tones, it was found that the
Weber fraction is slightly different from the broadband
signals.30 This phenomenon is known as the near-miss
Weber’s Law. Fig. 3-17 includes a more recent
measurement for pure tones,?! which demonstrates that
the Weber fraction gradually decreases up to 85 dB SPL
and can be lower than —12 dB, corresponding to a JND
(AL) less than 0.3 dB. The near-miss Weber’s Law for
pure tones is believed to be associated with the broad
excitation patterns across frequency at high levels.32
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Figure 3-17. Just-noticeable difference (JND) for a broad-
band noise and for a 1 kHz tone. (After Plack, Reference
15; data from Miller, Reference 29, and Viemeister and
Bacon, Reference 31.)

3.9 Pitch

Pitch seems to be a very clear concept, and yet it is very
hard to give an accurate definition. The definition by the
American National Standards Institute (ANSI) is as fol-
lows: “Pitch is that attribute of auditory sensation in
terms of which sounds may be ordered on a scale
extending from low to high.”33 Like loudness, pitch is a
subjective quantity. The ANSI standard also states:
“Pitch depends mainly on the frequency content of the
sound stimulus, but it also depends on the sound pres-
sure and the waveform of the stimulus.”33

Roughly speaking, the sounds we perceive as pitch
are musical tones produced by a musical instrument
(except for percussion instruments) and human voice. It
is either a pure tone at a certain frequency, or a complex
tone with certain fundamentals and a series of
harmonics whose frequencies are multiples of the
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fundamental frequency. For example, when a violin is
playing a tone of concert A (440 Hz), the spectrum
includes not only the frequency of 440 Hz but also the
frequencies of 880 (2 x 440) Hz, 1320 (3 x 440) Hz,
and 1760 (4 x 440) Hz, etc.

To perceive a pitch, the sound must be able to match
with a pure tone, i.e., a listener must be able to adjust
the frequency of a pure tone to produce an identical
pitch as the given sound. An opposite example is as
follows. When one hits a small drum, it might sound
higher than a bigger drum. However, normally one
cannot match the sound that a drum produces with a
pure tone. The exception, of course, would be a tympani
or a steel drum. Therefore, the sound that most drums
make does not result in the perception of pitch. Another
attribute of pitch is that, if a sound has pitch, one can
use it to make a melody. One could use a frequency
generator to produce a pure tone at a frequency of 10
kHz, and one could match it with another tone by
listening to the beats. However, it would not be
perceived as a tone, and it could not be used as part of a
melody; therefore it would not be thought of as having
pitch.34 This will be discussed further in Section 3.9.3.

3.9.1 The Unit of Pitch

The unit of mel is proposed as a measure of the subjec-
tive quantity of pitch.35 It is always referenced to a pure
tone at 1 kHz at 40 dB above a listener’s threshold,
which is defined as 1000 mels. If another sound pro-
duces a pitch that sounds two times as high as this refer-
ence, it is considered to be 2000 mels, etc. Fig. 3-18
shows the relationship between pitch in mels and fre-
quency in Hz. The frequency axis in Fig. 3-18 is in log-
arithmic scale. However, the curve is not a straight line,
indicating that our pitch perception is not an ideal loga-
rithmic scale with respect to frequency in Hz. This rela-
tionship is probably more important for melodic
intervals (when notes are played sequentially) than for
chords (when notes are played simultaneously). In a
chord, in order to produce a clean harmony, the notes
have to coincide with the harmonics of the root note;
otherwise, beats will occur, sounding out of tune. In the
music and audio industry, it is much more convenient to
use frequency in Hz or the unit of cent based on the
objective quantity of frequency.

Because our hearing is approximately a logarithmic
scale on frequency—e.g., doubling frequency trans-
poses a musical note to an octave higher—musical
intervals between two tones can be described objec-
tively in the unit of cent as defined by Eq. 3-7.
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Figure 3-18. The relationship between frequency, a purely
physical parameter, and pitch, a subjective reaction to the
physical stimulus. (After Stevens et al., Reference 35.)
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where,
/1 and f, are the fundamental frequencies of the two
tones.

Thus, a semi-tone on a piano (equal temperament) is
100 cents, and an interval of an octave is 1200 cents.
Using the unit of cent, one can easily describe the
differences among various temperaments (e.g., equal
temperament, Pythagorean scale, Just-tuning, etc.).

3.9.2 Perception of Pure and Complex Tones

How does our brain perceive pitch? The basilar mem-
brane in the inner ear functions as a frequency analyzer:
pure tones at various frequencies will excite specific
locations on the basilar membrane. This would seem to
suggest that the location of the maximum excitation on
the basilar membrane determines the pitch. Actually, the
process is much more complicated: besides the place
coding, there is also temporal coding, which accounts
for the time interval between two adjacent neural
spikes. The temporal coding is necessary for perceiving
the pitch of complex tones, the virtual pitch with miss-
ing fundamentals, etc.36:37 The theories based on place
coding and temporal coding have been proposed to
explain the origin of perception of pure and complex
pitches. For either the place theory or the temporal the-
ory, there is experimental evidence supporting and dis-
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favoring it. As we develop our knowledge, we will
probably understand more about when each coding
takes place.

When hearing a complex tone, we are tolerant with
harmonics slightly mistuned.38 For instance, if three
frequencies of 800, 1000, and 1200 Hz (i.e., the 4th, 5th
and 6th harmonics of a fundamental of 200 Hz) are
combined and presented to a listener, the pitch
perceived is 200 Hz. If all of them are shifted upward
by 30 Hz—i.e., 830, 1030, and 1230 Hz—the funda-
mental, theoretically, is now 10 Hz, and those three
components are now the 83rd, 103rd, and 123rd
harmonics of the fundamental of 10 Hz. However, when
playing this mistuned complex tone, listeners can hear a
clear pitch at 206 Hz, which matches the middle
frequency—i.e., 1030 Hz—the 4th harmonic of the
fundamental. Although the other two frequencies are
slightly mistuned (in opposite directions) as harmonics,
the pitch is very strong.

It is worth mentioning that pitch recognition is an
integrated process between the two ears, in other words,
it is a binaural process. When two harmonics of the
same fundamental are presented to each ear indepen-
dently, the listener will hear the pitch at the fundamental
frequency, not as two pitches, one in each ear.?

3.9.3 Phase-Locking and the Range of Pitch
Sensation

What is the range of the fundamental frequency that
produces a pitch? Is it the same as the audible range
from 20 Hz to 20 kHz? The lowest key in a piano is
27.5 Hz, not too far from the lowest limit. However, for
the high limit, it is only about 5 kHz. Because the pitch
perception requires temporal coding, the auditory neu-
rons have to fire at a certain phase of each cycle, which
is called phase-locking. Unfortunately, the auditory sys-
tem is not able to phase-lock to frequencies above
5 kHz.#0 This is why the highest note on a piccolo,
which is the highest pitch in an orchestra, is 4.5 kHz,
slightly lower than 5 kHz. Notes with fundamentals
higher than 5 kHz are not perceived as having pitch and
cannot be used for musical melodies. One can easily
confirm this statement by transposing a familiar mel-
ody by octaves: when the fundamental is above 5 kHz,
although one can hear something changing, the melody
cannot be recognized any more.

3.9.4 Frequency Difference Limen

The frequency difference limen is another way of say-
ing “the just-noticeable difference in frequency.” It is

the smallest frequency difference that a listener can dis-
criminate. Experiments with pure tones of duration of
500 ms show that, for levels higher than 10 dB above
threshold, between 200 Hz and 5 kHz, the frequency
difference limen is less than 0.5% of the given fre-
quency, corresponding to 9 cents*! (about Vo of a
semi-tone).

3.9.5 Dependence of Pitch on Level

Pitch can be affected by level, however, the influence is
not universal across frequency. At frequencies below 1
kHz, the pitch decreases as level increases; whereas at
frequencies above 3 kHz, the pitch increases with
increasing level; and at frequencies between 1 and
3 kHz, varying the level has little effect on pitch. This is
known as Stevens rule. Terhardt et al. summarized sev-
eral studies of level dependence of pure tones and came
up with the following equation for an average listener.42

100 x p—/jf = 0.02(L— 60)(L - 2) (3-8)

1000
where,
fis the frequency in Hz of a pure tone at a sound pres-
sure level of L in dB,
p is the frequency of a pure tone at 60 dB SPL that
matches the pitch of the given tone f.

3.9.6 Perfect Pitch

Some people, especially some musicians, develop per-
fect pitch, also known as absolute pitch. They can iden-
tify the pitch of a musical tone without help from an
external reference like a tuner—i.e., they have estab-
lished an absolute scale of pitch in their heads. Some of
them describe the feeling of certain note analogous to a
certain color. Some believe that one can establish a sen-
sation of perfect pitch if he or she has a lot of experi-
ence listening to music on certain keys (which is
normally due to musical training) before the age of 4. It
is fair to state that having perfect pitch is not a require-
ment for a fine musician. Other than the advantage of
tuning musical instruments or singing without a tuning
device, there is no evidence that a person with perfect
pitch would sing more accurately in tune. With the help
of a tuner or accompaniment, a good musician without
perfect pitch would do just as well. There is, however, a
disadvantage due to age effect. For senior persons
(especially those above the age of 65), the pitch scales
are often shifted so that they would hear music that is
being played normally to sound out of tune. This might
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not be noticeable for a person without perfect pitch.
However, for a senior musician with perfect pitch, he or
she might find it to be annoying when perceiving every-
one else in the orchestra playing out of tune. He or she
has to live with it, because he or she might be the only
one in the orchestra playing out of tune.

3.9.7 Other Pitch Effects

Pitch is mostly dependent on the fundamental fre-
quency, and normally the fundamental frequency is one
of the strongest harmonics. However, the fundamental
of a complex tone can be missing or masked with a nar-
rowband noise, while still producing a clear pitch.43 The
pitch produced without fundamental is called virtual
pitch, and it is evidence favoring the temporal theory
over the place theory. The waveform of a virtual pitch
bears identical period as a normal complex tone includ-
ing the fundamental at the same frequency.

When listening to a broadband signal with a certain
interaural phase relationship, although listening with
one ear does not produce a pitch, when listening with
both ears, one can hear a pitch on top of the background
noise. These kind of pitches are called “binaural
pitches.”44:45

3.10 Timbre

Timbre is our perception of sound color. It is that sub-
jective dimension that allows us to distinguish between
the sound of a violin and a piano playing the same note.
The definition by the American Standards Association
states that the timbre is “that attribute of sensation in
terms of which a listener can judge that two sounds hav-
ing the same loudness and pitch are dissimilar,” and
“timbre depends primarily upon the spectrum of the
stimulus, but it also depends upon the waveform, the
sound pressure, the frequency location of the spectrum,
and the temporal characteristics of the stimulus.”!” Each
sound has its unique spectrum. For musical instruments,
the spectrum might be quite different for different notes,
although they all sound like tones produced by the same
instrument. The timbre of a sound produced in a concert
hall may even vary with listener position because of the
effects of air absorption and because of the fre-
quency-dependent absorption characteristics of room
surfaces.

It is worth noting that, in order to more completely
describe timbre, both amplitude and phase spectra are
necessary. As the example in Section 3.5 shows,
although a white noise and an impulse have identical
amplitude spectra, they sound quite differently due to

the difference in the phase spectra. Sometimes the onset
and offset of a tone might be important for timbre (e.g.,
the decay of a piano tone). Thus, along with the consid-
eration of the time window of human hearing (on the
order of 100 ms), the most accurate description of a
timbre would be a spectrogram (i.e., the spectrum
developing with time), as shown in Fig. 3-19.
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Figure 3-19. An example of a spectrogram: male voice of
“How are you doing today?” The vertical axis is frequency,
the horizontal axis is time, and the darkness of a point rep-
resents the level of a particular frequency component at a
given time.

3.11 Binaural and Spatial Hearing

What is the advantage of having two ears? One obvious
advantage is a backup: if one ear is somehow damaged,
there is another one to use, a similar reason to having
two kidneys. This explanation is definitely incomplete.
In hearing, having two ears gives us many more advan-
tages. Because of having two ears, we can localize
sound sources, discriminate sounds originated from dif-
ferent locations, hear conversations much more clearly,
and be more immune to background noises.

3.11.1 Localization Cues for Left and Right

When a sound source is on the left with respect to a lis-
tener, it is closer to the left ear than to the right ear.
Therefore the sound level is greater at the left ear than
that at the right ear, leading to an interaural level differ-
ence (ILD). Sometimes, people also use the interaural
intensity difference (1ID) to describe the same quantity.
Moreover, because the sound wave reaches the left ear
earlier than the right ear, there is an interaural time dif-
ference (ITD) between the two ears. However, the audi-
tory neurons do not directly compare ITD, and instead,
they compare the interaural phase difference (IPD). For
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a pure tone, ITD and IPD are linearly related. The ITD
and IPD are also referred to as the interaural temporal
difference. In summary, for localization of left and right,
there are two cues—i.e., the ILD and ITD cues.

Adjusting either the ILD or the ITD cues can affect
sound localization of left and right. In reality, both of
those cues vary. There are limits for both cues. In order
to better localize using the ILD cues, the interaural
differences should be greater. Because of diffraction
around the head, at frequencies below 1 kHz, the levels
at both ears are similar, leading to small ILD cues.
Therefore ILD cues are utilized at high frequencies,
when the head shadow has a big effect blocking the
contralateral ear (the one not pointing at the source). On
the other hand, there is a limit for the /7D cues as well.
At frequencies above 700 Hz, the /PD of a source at
extreme left or right would exceed 180°. For a pure
tone, this would lead to confusion: a tone far to the right
might sound to the left, Fig. 3-20. Since we care most
about the sound sources in front of us, this limit of
700 Hz can be extended upward a little bit. Further-
more, with complex signal with broad bandwidth, we
can also use the time delay (or phase difference) of the
low-frequency modulation. In general, the frequency of
1.2 kHz, (or a frequency range between 1 and 1.5 kHz)
is a good estimate for a boundary, below which ITD
cues are important, and above which ILD cues are
dominant.

270° 90°

Figure 3-20. Confusion of interaural phase difference (IPD)
cues at high frequencies. The dashed curve for the left ear
is lagging the solid curve for the right ear by 270°, but it is
confused as the left ear is leading the right ear by 90°.

In recording, adjusting the /LD cues is easily
achieved by panning between the left and right chan-
nels. Although adjusting ITD cues also move the sound
image through headphones, when listening through

loudspeakers, the ILD cues are more reliable than ITD
cues with respect to the loudspeaker positions.

3.11.2 Localization on Sagittal Planes

Consider two sound sources, one directly in front of and
one directly behind the head. Due to symmetry, the ILD
and ITD are both zero for those sources. Thus, it would
seem that, by using only ILD and ITD cues, a listener
would not be able to discriminate front and back
sources. If we consider the head to be a sphere with two
holes at the ear-positions (the spherical head model), the
sources producing a given ITD all locate on the surface
of a cone as shown in Fig. 3-21. This cone is called the
cone of confusion.*® If only ITD cues are available for a
listener with a spherical head, he or she would not be
able to discriminate sound sources on a cone of confu-
sion. Of course, the shape of a real head with pinnae is
different from the spherical head, which changes the
shape of the cone of confusion, but the general conclu-
sion still holds. When the ILD cues are also available,
due to diffraction of the head (i.e., the head shadow), the
listener can further limit the confusion into a certain
cross-section of the cone (i.e., the dark “donut” in
Fig. 3-21). That is the best one can do with ILD and
ITD cues. However, in reality, most people can easily
localize sound sources in front, in the back, and above
the head, etc, even with eyes closed. We can localize
sources in a sagittal plane (a vertical plane separating
the body into, not necessarily equal, left and right parts)
with contribution of the asymmetrical shape of our pin-
nae, head, and torso of our upper body. The pinnae are
asymmetrical when looked at from any direction. The
primary role of the pinna is to filter or create spectral
cues that are virtually unique for every angle of inci-
dence. Different locations on the cone of confusion will
be filtered differently, producing spectral cues unique to
each location.

The common way of describing the spectral cue for
localization is the head-related transfer function
(HRTF), an example of which is shown in Fig. 3-22. It
is the transfer function (gain versus frequency), illus-
trating the filtering feature of the outer ear, for each
location in space (or, more often, for each angle of inci-
dence). Nowadays, with probe microphones inserted
close to the eardrum, HRTF can be measured with high
accuracy. Once it is obtained for a given listener, when
listening to a recording made in an anechoic chamber
convolved with the proper HRTF, one can “cheat” the
auditory system and make the listener believe that the
recording is being played from the location corre-
sponding to the HRTF.
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Figure 3-21. Cone of confusion for a spherical head with
two holes at the ear positions. If only ITD cues are available,
the listener cannot discriminate positions on the surface of
the cone of confusion, corresponding to a given ITD. If ILD
cues are also available, due to the diffraction of the head,
the listener can further limit the confusion range into a cir-
cle (the dark “donut” on the figure).
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Figure 3-22. Head-related transfer functions. Each curve
shows the filtering feature (i.e., the gain added by the exter-
nal ear at each frequency) of an incident angle. This figure
shows the orientations in the horizontal plane. The angles
are referenced to the medial sagittal plane, ipsilateral to the
ear. The angle of 0° is straight ahead of the subject.

There are two challenges when using spectral cues.
The first is discriminating between the filtering feature
and the spectrum of the source. For instance, if one
hears a notch around 9 kHz, it might be due to an HRTF,
or the original source spectrum might have a notch
around 9 kHz. Unfortunately there is no simple way to
discriminate between them. However, for a familiar
sound (voice, instruments, etc.) with a spectrum known
to the auditory system, it is easier to figure out the
HRTFs and thus easier to localize the source than an
unknown sound. If one has trouble discriminating
sounds along the cone of confusion, one can use the
cues of head motion. For example, suppose a listener
turns his or her head to the left. If the source moves to
the right, the source is in front; whereas if the source
moves farther to the left, it must be in the back. The
second challenge is the individuality of HRTFs. No two
people share the same pinna and head shape, and we
have learned our own pinnae and head size/shape over

years of experience. If one listens to sounds convolved
with the HRTFs of someone else, although the left-right
localization will be good, there will be a lot of
front-back confusion,*” unless the listener’s head and
ears happen to be similar in size and shape to those
whose HRTF is measured.*8 The human binaural system
is remarkably adaptive. Experiments with ear molds*®
show that, if a subject listens exclusively through
another set of ears, although there is originally a lot of
front—back confusion, in about 3 weeks, the subject will
learn the new ears and localize almost as well as with
their original ears. Instead of forgetting either the new
or the old ears, the subject actually memorizes both sets
of ears, and becomes in a sense bilingual, and is able to
switch between the two sets of ears.

3.11.3 Externalization

Many listeners prefer listening to music through loud-
speakers instead of through headphones. One of the rea-
sons is that when listening through headphones, the
pinnae are effectively bypassed, and the auditory system
is not receiving any of the cues that the pinnae produce.
Over headphones, the instruments and singers’ voices
are all perceived or localized inside the head. When lis-
tening through loudspeakers, although the localization
cues are not perfect, the sounds are externalized if not
localized, somewhat more naturally. If, however, music
playing through the headphones includes the HRTFs of
the listener, he or she should be able to externalize the
sound perfectly.5® Algorithms are available to simulate
3D sound sources at any location in free field and in a
regular room with reverberation. The simulation is
accurate to up to 16 kHz, and listeners cannot discrimi-
nate between the real source and the virtual (simulated)
sound.’!:52 An inconvenience nevertheless is that the
system has to be calibrated to each listener and each
room. In 1985, Jones et al.53 devised a test for stereo
imagery utilizing a reverberator developed at the North-
western University Computer Music Studio. The rever-
berator utilized HRTFs to create very compelling
simulations of 3D space and moving sound sources
within 3D space. The test by Jones et al.,>3 called LEDR
(Listening Environment Diagnostic Recording) NU™,
contained sound examples that moved in very specific
sound paths. When played over loudspeaker systems
that were free from phase or temporal distortions and in
environments free from early reflections, the paths were
perceived as they were intended. In the presence of
early reflection or misaligned crossovers or drivers, the
paths are audibly corrupted.
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3.11.4 Precedence (Hass) Effect

When two clicks are presented simultaneously to a lis-
tener, one on the left and one on the right, the listener
would perceive a click in front—i.e., average the local-
ization cues of the two clicks. However, if one of the
clicks is delayed (up to 5 ms) compared to the other, the
listener still perceives them as one fused click but will
localize the fused image with cues of the first click only
and ignore the localization cue of the later one. For
delays longer than 5 ms, the listener will hear two dis-
tinct clicks instead of one fused click. For speech, music
or other complex signals, this upper limit can be
increased to about 40 ms. This phenomenon that the
auditory system localizes on the first arrival is called
precedence effect, or Haas effect.>*>>

The precedence effect has very practical uses in
audio. For example, in a large church, it may not be
possible or practical to cover the entire church from one
loudspeaker location. One solution is to place a primary
loudspeaker in the front of the church, with secondary
loudspeakers along the side walls. Because of the prece-
dence effect, if the signal to the loudspeakers along the
walls is delayed so that the direct sound from the front
arrives at a listener first, the listener will localize the
front loudspeaker as the source of the sound, even
though most of the content will actually be coming from
the loudspeaker to the side, which is much closer to the
listener, and may even be operating at a higher level.
When such systems are correctly set up, it will sound as
though the secondary loudspeakers are not even turned
on. Actually turning them off demonstrates exactly how
important they are, as without them the sound is unac-
ceptable, and speech may even be unintelligible.

3.11.5 Franssen Effect

The Franssen Effect>® can be a very impressive demon-
stration in a live room. A pure tone is played through
two loudspeakers at two different locations. One loud-
speaker plays the tone first and is immediately faded,
while the same pure tone is boosted at the other loud-
speaker, so that the overall level is not changed signifi-
cantly, Fig. 3-23. Although the original loudspeaker is
not playing at all, most of the audience will still believe
that the sound is coming from the first loudspeaker. This
effect can last for a couple minutes. One can make this
demonstration more effectively by disconnecting the
cable to the first loudspeaker, and the audience will still
localize the sound to that loudspeaker. The Franssen
effect reveals the level of our auditory memory of
source locations in a live room.

Loudspeaker
One

Loudspeaker

Time

Figure 3-23. Franssen effect (Reference 56). The figure
shows the level of two loudspeakers at two difference loca-
tions in a live room. Loudspeaker One plays a pure tone
first, and is immediately faded. Meanwhile, the same tone
played by Loudspeaker Two is boosted, so that the overall
level in the room is not changed significantly. After Loud-
speaker One stops playing, listeners will still perceive the
sound originated from Loudspeaker One, up to a couple
minutes.

3.11.6 Cocktail Party Effect and Improvement of
Signal Detection

In a noisy environment, such as a cocktail party, many
people are talking simultaneously. However, most peo-
ple have the ability to listen to one conversation at a
time, while ignoring other conversations going on
around them. One can even do this without turning his
or her head to the loudspeaker. As we mentioned earlier,
one benefit of binaural hearing is the ability to spatially
filter. Because the talkers are spatially separated, our
auditory system can filter out unwanted sound spatially.
Patients with hearing difficulties usually suffer greatly
in a noisy environment because they are unable to pick
up an individual’s conversation out of the background.

Because the background noise is normally in phase
between the two ears, in electronic communication, one
can reverse the phase of a signal in one ear and make it
out of phase between the ears. Then signal detection is
much better due to spatial filtering. So, in general,
binaural hearing not only gives us localization ability,
but also improves our ability to detect an acoustical
signal, especially in a noisy or reverberant environment.

3.11.7 Distance Perception

Distance cues are fairly difficult to replicate. In free
field conditions, the sound pressure level will decrease
6 dB with every doubling of the distance between a
point source and an observer. Thus reducing the vol-
ume should make us feel the source is farther away. In
practice, however, we tend to underestimate the dis-
tance: the level has to be attenuated by 20 dB in order to
give us the perception of a doubled distance.’7 Of
course if we do not know how loud the original source
is, we do not have an absolute scale based on level.
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When a sound source is very far, because the air
absorbs high-frequencies more than the low-frequen-
cies, the perceived sound would contain more
low-frequency energy, with a darker timbre. This is why
thunder far away is just rumble whereas thunder nearby
has a crack to it. However, this is a very weak effect8
and therefore is relatively insignificant for events
nearby, which is mostly the case in everyday life.

A more compelling cue for replicating and

Further Reading

perceiving distance is adjusting the ratio of the direct to
reverberant sound. In real spaces, a sound nearby will
not only be louder but also will have a relatively high
direct-to-reverberant ratio. As the sound moves away, it
gets quieter, and the direct-to-reverberant ratio reduces
until critical distance is reached. At critical distance the
direct and reverberant levels are equal. Moving a sound
source beyond critical distance will not result in an
increased sense of distance.

Textbooks on psychoacoustics and auditory physiology are available for various audiences. One might find some of

the following books to be helpful:

B. C.J. Moore, “An introduction to the psychology of hearing,” 5t Ed., Academic Press, London (2003).
C. J. Plack, “The sense of hearing,” Lawrence Erlbaum Associates, NJ (2005).

J. O. Pickles, “An introduction to the physiology of hearing,” 2nd Ed., Academic Press, London (1988).
J. D. Durrant and J. H. Lovrinic, “Bases of hearing science,” 314 Ed., Williams and Wilkins, Baltimore, MD (1995).
W. M. Hartmann, “Signals, sound and sensation,” 5 Ed., Springer, NY (2004).

J. Blauert, “Spatial hearing: The psychophysics of human sound localization,” MIT Press, Cambridge (1997).
H. Fastl and E. Zwicker, “Psychoacoustics: facts and models,” 34 Ed., Springer, NY (2006).
W. Yost, “Fundamentals of hearing: An introduction,” 5th Ed., Academic Press, NY (2006).
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The field of room acoustics divides easily into two
broad categories; noise control and subjective acoustics.
These two branches of acoustics actually have rather
little in common. Noise control, to a great extent, must
be designed into a project. It is very difficult, if not
impossible to retroactively improve the isolation of a
room. However, it is often possible to change the way a
room sounds subjectively by simply modifying the wall
treatment. It is important to keep in mind that noise is a
subjective categorization. Sound pressure, sound inten-
sity, and sound transmission can all be measured. Noise
is unwanted sound. It is much more difficult to measure
and quantify the extent to which any given sound
annoys any given individual. To the Harley rider
driving his Fat Boy™ past your studio, the exhaust is
music to his ears but noise to you. Your music is noise
to the therapist trying to conduct a session of a very
different sort next door. The music in studio A is noise
to the band trying to record in studio B down the hall.

Throughout this chapter, the term sound room will be
used to designate any room that requires some measure
of quiet in order for the room to serve its purpose.

4.1 Noise Criteria

When specifying permissible noise levels, it is
customary to use some form of the noise criteria (NC).
The beauty of the NC contours is that a spectrum speci-
fication is inherent in a single NC number. The NC
contours of Fig. 4-1 are helpful in setting a background
noise goal for a sound room.! Other families of NC
contours have been suggested such as the PNC,2 Fig.
4-2 which adds an additional octave to the low end of
the scale, and NR (noise rating), Fig. 4-3, used in
Europe. In 1989 Beranek proposed the NCB or
Balanced Noise Criteria.? The NCB adds the 16 Hz
octave band and the slopes of the curves are somewhat
modified relative to the NC or PNC curves, Fig. 4-4.

Beranek also proposed NCB limits for various applica-
tions as shown in Table 4-2.

Considering the spectrum of noise is far superior to
using a single, wideband noise level. However, if
desired, each NC contour can be expressed as an overall
decibel level by adding the sound power in each octave
band as in Table 4-1. These overall levels are conve-
nient for rough appraisal of noise levels from a single
sound level meter (SLM) reading. For example, if the
SLM reads 29 dB on the A-weighting scale for the
background noise of a studio, it could be estimated that
the NC of that room is close to NC-15 on the assump-
tion that the noise spectrum of that room matched the
corresponding NC contour, and that there are no domi-
nant pure tone components.

Table 4-1. Noise Criteria (NC) Overall Levels®

NC Contour Equivalent Wideband Level (A-weighted)
15 28
20 33
25 38
30 42
35 46
40 50
45 55
50 60
55 65
60 70
65 75

*Source: Rettinger?

It is helpful to see recommended NC ranges for
recording studios and other rooms compared to criteria
applicable to spaces used for other purposes, Table 4-2.
The NC goals for concert halls and halls for opera,
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musicals, and plays are low to assure maximum
dynamic range for music and greatest intelligibility for
speech. This same reasoning applies to high-quality

listening rooms such as control rooms. For recording
studios, stringent NC goals are required to minimize
noise pickup by the microphone. Levels below NC-30
are generally considered “quiet,” but there are different
degrees of quietness. An NC-25 is at the low end of
what is expected of an urban residence. This means that

Table 4-2. Noise Criteria Ranges, NC and NCB*

Use of Space Noise Criteria Range  NCB
Private urban residence, corri- 25-35 25-40
dors
Private rural residence 20-30 na
Hotel rooms 30-40 25-40
Hospital, private rooms 25-35 25-40
Hospital, lobby, corridors 35-45 40-50
Office, executive 30-40 30 -40
Offices, open 35-45 35-45
Restaurant 35-45 35-45
Church sanctuary 20-30 20-30
Concert, opera halls 15-25 10-15
Studios, recording and sound 15-25 10
reproduction

*Selected from references 2, 3, and 5
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if an NC-25 were met in an urban residence, it is likely
that the occupants would perceive it as being quiet. That
same NC-25 represents the upper limit of what is
acceptable for a recording studio. Most recording
studios, especially those that record material with wide
dynamic content, will require NC-20 or even 15. Levels
lower than NC-15 require expensive construction and
are difficult to achieve in urban settings.

4.2 Site Selection

Part of meeting a noise goal is the careful selection of a
building site, a site that is appropriate for the application
and where the NC is achievable and affordable. It is one
thing to build a room meeting an NC-15 in a cornfield
in central Towa. It is another thing altogether to build an
NC-15 room in downtown Manhattan. When surveying
a site, watch for busy roads, especially freeways;
elevated, ground level, or underground railroads, busy
intersections, airports, and fire stations. When economic
or other factors make such a location imperative, allow-
ance must be made for the extra cost of the structure to
provide the requisite protection from such noise. When
considering space in an existing building, inspect all
neighboring spaces and be wary of adjacent spaces that
are vacant unless the owner of the sound-sensitive space
also controls the vacant space.

Remember that buildings can be very noisy spaces.
Sources of noise include elevator doors and motors,
heating, ventilating, and air-conditioning equipment;
heel taps on hard floors, plumbing, and business
machines.

If selecting a plot of land, a limited amount of
protection can be achieved by erecting earthen embank-
ments or masonry walls between the structure and the
noise source. These are reasonably effective at high
frequencies, but low-frequency components of noise
whose wavelengths are large relative to the size of the
embankment tend to diffract over the top. A stand of
dense shrubbery might yield as much as 10 dB of
overall attenuation. Physical separation of the proposed
structure from the noise source is helpful but limited by
the inverse-square law. The 6 dB per distance double
rule applies only to point sources in free-field condi-
tions but it is useful for rough estimation. Going from
50 ft to 100 ft (a change of 50 ft) from the source yields
the same reduction of noise level as going from 100 ft to
200 ft (a change of 100 ft). Clearly, increasing separa-
tion counts most when close to the source. At any given
location sites, locating the sound-sensitive rooms on the
face of the building away from a troublesome noise

source is favorable, especially if no reflective structures
are there to reduce the barrier effect.

There are two ways that noise travels from the
source to the observer. It is either transmitted through
the air—airborne noise—or carried through the struc-
ture or the earth—structure borne noise. A highway
carrying heavy truck traffic or an overhead or subway
railroad, may literally shake the earth to such an extent
that large amplitude, low-frequency vibrations of the
ground may be conducted to the foundation of the struc-
ture and carried to all points within that structure. Even
if such vibrations are subsonic, they have been known
to shake microphones with good low-frequency
response so as to overload low level electronic circuits.
Vibration, both subsonic and sonic, is carried with
amazing efficiency throughout a reinforced concrete
structure. The speed of sound in air is 344 m/s whereas
the speed of sound in reinforced concrete, for example,
is on the order of 3700 m/s.> A large-area masonry wall
within a structure, when vibrated at high amplitude, can
radiate significant levels of sound into the air by
diaphragmatic action. It is possible by using a combina-
tion of vibration-measuring equipment and calculations
(outside the scope of this treatment) to estimate the
sound pressure level radiated into a room via such a
structure-borne path. In most cases noise is transmitted
to the observer by both air and structure.

4.2.1 Site Noise Survey

A site survey gives the designer a good idea of the noise
levels present at the proposed building site. It is impor-
tant to know how much noise exists in the immediate
environment so that appropriate measures can be taken
to reduce it to acceptable levels.

Ambient noise is very complex, a fluctuating
mixture of traffic and other noises produced by a variety
of human and natural sources. The site noise should be
documented with the appropriate test equipment.
Subjective approaches are unsatisfactory. Even a
modest investment in a studio suite or a listening room
justifies the effort and expense of a noise survey of the
site which provides the basis for designing walls, floor,
and ceiling to achieve the low background noise goals.

One approach to a noise survey of the immediate
vicinity of a proposed sound room is to contract with an
acoustical consultant to do the work and submit a
report. If technically oriented persons are available, they
may be able to turn in a credible job if supplied with the
right equipment and given some guidance.

The easy way to survey a proposed site is to use one
of the more sophisticated microprocessor-based
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recording noise analyzers available today. There are a
number of fine units that are capable of producing reli-
able and very useful site surveys. Fig. 4-5 is an example
of a 24 hour site survey made with the Gold Line TEF
25 running Noise Level Analysis™ software. One can
also use a handheld sound level meter (SLM) if outfitted
with the appropriate options. Some real-time frequency
analyzers such as the Briiel and Kjaer 2143 are also
appropriate. It is also acceptable to use a dosimeter such
as the Quest Technologies model 300, Fig. 4-6.

Leq 122.9 seconds

46

* Time (HH:MM) 3 hr/div 07:49
duration — 24:00

Liin = 444 dB Lypp = 90.8 dB Log = 543 dB
L19=57.1dB Lsg=51.5dB Loy =47.8 dB Ly, =52.1dB

405
07:49

Channel A Preamp

Gain: 48 dB, Weight: F1t, Output: Off
Figure 4-5. A 24 hour NLA site survey made with the Gold
Line TEF 25.

No matter which analyzer is used, the system must
be calibrated using a microphone calibrator. The
weather conditions, especially temperature and relative
humidity, should be noted at the time of calibration. The
measuring microphone may be mounted in a weather-
proof housing at the desired location with the micro-
phone cable running to the equipment indoors. There
are a number of terms which will appear on any display
of a noise survey. There will be a series of L, levels
indicated, see Table 4-3. These are called exceedance or
percentile levels. L, refers to the noise level exceeded
10% of the time, L, the level exceeded 50% of the time,
Iy the level exceeded 90% of the time and so forth. In
the United States L, is considered to indicate the
average maximum level and Ly, the average minimum
or background level.® Since many noise levels vary
dramatically over time, it is useful to have a number
which represents the equivalent constant decibel level.
The L,,. This is the steady continuous level that would
yield the same energy over a given period of time as the

Figure 4-6. Quest Technologies model 300 dosimeter.
Courtesy Quest Technologies.

measured levels. L, indicates a 24 hour L,, with 10 dB
added to the levels accumulated between 2200 and
0700 h to account for the increased annoyance potential
during the nighttime hours. The Community Noise
Equivalent Level (CNEL) also is used to document
noise levels over a 24 hour period. It differs from the
L,, as weighting factors for the evening period between
1900 to 2200 h are included. The L, for evening hours
is increased by 5 dB while the L, for the nighttime
hours is increased by 10 dB.

Table 4-3. Common Level Designations in Noise
Surveys

Ly Noise level exceeded 10% of the time
Ly, Noise level exceeded 50% of the time
Ly, Noise level exceeded 90% of the time
Ly, 24 hour L
Lean Arithmetic mean of measured levels
The / is the arithmetic mean of the measured

mean
levels. L,,;, and L, refer to the lowest and highest

measured instantaneous levels, respectively.

Ideally, the site survey should take place over a
minimum of 24 hours. A 24 hour observation captures
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diurnal variations; observations on selected days of the
week capture especially noisy events varying from day
to day or occurring at certain times during the week.

All of these analyzers, with the exception of the
Briiel and Kjaer 2143, will capture only the sound pres-
sure levels over time. The 2143 will also capture the
spectrum of the noise as well. If an analyzer such as the
2143 is not available, it is advisable to make a number
of measurements of the spectrum as well as the
time-stamped level record.

The data collected from the site survey should be
combined with projections of the levels anticipated in the
sound room and what will be tolerated in adjacent spaces.

4.2.2 Transmission Loss

Once the noise load is known and the desired NC is
determined, attention must be given to the design of
systems that will provide enough isolation to achieve
the goal. Transmission loss is the loss that occurs when
a sound goes through a partition or barrier. A higher 7L
number means more loss, i.e., less acoustic energy gets
through. If the desired NC or noise limit is known, and
the noise load is known, a designer must then design
barriers or partitions that have appropriate 7L to meet
the design goal.

P. .
TL = lOlOg(P zncldent) (4_1)

transmitte

4.2.3 Sound Barriers

The purpose of a sound barrier is to attenuate sound. To
be effective, the barrier must deal with airborne as well
as structure-borne noise. Each barrier acts as a
diaphragm, vibrating under the influence of the sound
impinging upon it. As the barrier vibrates, some of the
energy is absorbed, and some is reradiated. The simplest
type of barrier is the limp panel or a barrier without any
structural stiffness. Approached theoretically, a limp
panel should give a transmission loss increase of 6 dB
for each doubling of its mass. In the real world, this
figure turns out to be nearer 4.4 dB for each doubling of
mass. The empirical mass law deduced from real-world
measurements can be expressed as

TL = 14.5logM + 23
where,
TL is the transmission loss in decibels,

M is the surface density of the barrier in pounds per
square foot.

(42)

Transmission loss also varies with frequency, even
though Eq. 4-1 has no frequency term in it. With a few
reasonable assumptions, the following expression can
be derived, which does include frequency:®

TL = 14.5log(Mf) - 16

where,

(4-3)

fis the frequency in hertz.

Fig. 4-7 is plotted from the empirical mass law stated
in Eq. 4-3, which is applicable to any surface density
and any frequency, as long as the mass law is operating
free from other effects.
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Figure 4-7. The empirical mass law based on real-world
measurements of transmission loss. Surface density is the
weight of the wall corresponding to a 1 ft? wall surface.

From Fig. 4-7 several general conclusions can be
drawn. One is that at any particular frequency, the
heavier the barrier, the higher the transmission loss. A
concrete wall 12 in (30 cm) thick with a surface density
of 150 Ib/ft2 (732 kg/m?2) gives a higher transmission
loss than a ¥4 in (6 mm) glass plate with a surface
density of 3 1b/ft2 (14.6 kg/m?). Another conclusion is
that for a given barrier the higher the frequency, the
higher the transmission loss.

The straight lines of Fig. 4-7 give only a partial
picture since barrier effects other than limp mass domi-
nate. Fig. 4-8 shows four different regions in the
frequency domain of a barrier. At extremely low
frequencies, stiffness of the barrier dominates. At some-
what higher frequencies, resonance effects control as
the barrier vibrates like a diaphragm. Above a critical
frequency, a coincidence effect controls the transmis-
sion loss of the barrier. The mass law is an important
effect in determining barrier performance, but reso-
nance and coincidence cause significant deviations.
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Figure 4-8. The performance of a barrier is divided into
four regions controlled by stiffness, resonance, mass, and
coincidence.

The low-frequency resonance effect is due to the
mechanical resonance of the barrier. For heavier
barriers, the resonant-frequency is usually below the
audible limit. As the panel vibrates at resonance, there
is virtually no transmission loss. At frequencies above
resonance, the mass law is in effect, and the function
stays fairly linear until the coincidence effect. The coin-
cidence effect occurs when the wavelength of the inci-
dent sound coincides with the wavelength of the
bending waves in the panel. For a certain frequency and
a certain angle of incidence, the bending oscillations of
the panel will be amplified, and the sound energy will
be transmitted through the panel with reduced attenua-
tion. The incident sound covers a wide range of
frequencies and arrives at all angles, but the overall
result is that the coincidence effect creates an “acous-
tical hole” over a narrow range of frequencies giving
rise to what is called the coincidence dip in the trans-
mission loss curve. This dip occurs above a critical
frequency, which is a complex function of the properties
of the material. Table 4-4 lists the critical frequency for
some common building materials.

Table 4-4. Critical Frequencies

Material Thickness (Inches) Critical Frequency (Hz)
Brick wall 10 67
Brick wall 5 130
Concrete wall 8 100
Glass plate Ya 1600
Plywood Ya 700

*Calculated from Rettinger®

4.2.4 Sound Transmission Class (STC)

The noise criterion approach is convenient and valuable
because it defines a permissible noise level and spec-
trum by a single NC number. It is just as convenient and

valuable to be able to classify the transmission loss of a
barrier versus frequency curve by a single number. The
STC or sound transmission class, is a single number
method of rating partitions.® A typical standard contour
is defined by the values in Table 4-5. A plot of the data
in Table 4-5 is shown in Fig. 4-9. Only the STC-40
contour is shown in Fig. 4-9, but all other contours have
exactly the same shape. It is important to note that the
STC is not a field measurement. The field STC, or
FSTC, is provided for in ASTM E336-97 annex al. The
FSTC is often 5 dB or so worse than the laboratory STC
rating. Therefore a door rated at STC-50 can be
expected to perform around STC-45 when installed.
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1/, octave band center frequency—Hz
Figure 4-9. The standard shape used in determining the
sound transmission class (STC) of a partition (ASTM
E413-87).

Nonetheless, the STC provides a standardized way to
compare products made by competing manufacturers.

Assume that a TL versus frequency plot of a given
partition is at hand and that we want to rate that parti-
tion with an STC number. The first step is to prepare a
transparent overlay on a piece of tracing paper of the
standard STC contour (the STC-40 contour of Table 4-5
and Fig. 4-9) to the same frequency and TL scales as the
TL graph. This overlay is then shifted vertically until
some of the measured TL values are below the contour
and the following conditions are fulfilled:1°

1. The sum of the deficiencies (i.e., the deviations
below the contour) shall not be greater than 32 dB.

2. The maximum deficiency at any single test point
shall not exceed 8 dB.

When the contour is adjusted to the highest value
that meets these two requirements, the sound transmis-
sion class of that partition is the TL value corresponding
to the intersection of the contour and the 500 Hz ordi-
nate. An example of the use of STC is given in
Fig. 4-10. To determine the STC rating for the
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measured TL curve shown in Fig. 4-10, the STC
overlay is first aligned to 500 Hz and adjusted vertically
to read some estimated value, say, STC-44. The differ-
ence between the measured TL level and the STC curve
is recorded at each of the /5 octave points. These data
are added together. The total, 47 dB, is more than the
32 dB allowed. The STC overlay is next lowered to an
estimated STC-42, and a total of 37 dB results.
Lowering the overlay to STC-41 yields a total of 29 dB,
which fixes the STC-41 contour as the rating for the TL
curve of Fig. 4-10.

Table 4-5. Standard STC Contour

Frequency 15 Octave Sound Frequency 1 QOctave Sound

inHz  Transmission Loss  (Hertz)  Transmission Loss
in dB in dB
125 24 800 42
160 27 1000 43
200 30 1250 44
250 33 1600 44
315 36 2000 44
400 39 2500 44
500 40 3150 44
630 41 4000 44
50
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Figure 4-10. The method of determining the single-number
STC rating of a barrier from its measured TL graph.

The final illustration of STC methods is given in
Fig. 4-11. In this case, a pronounced coincidence dip
appears at 2500 Hz. This illustrates the second STC
requirement, “the maximum deficiency at any single test
point shall not exceed 8 dB.” This 8 dB requirement
fixes the overlay at STC-39, although it might have been
considerably higher if only the 32 dB sum requirement
applied.

The shape of the standard STC contour may be very
different from the measured TL curve. For precise

work, using measured, or even expertly estimated, TL
curves may be desirable rather than relying on STC
single number ratings. Convenience usually dictates use
of the STC shorthand system, but it is, at best, a rather
crude approximation to the real-world TL curves.
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Figure 4-11. The second rule for STC determination that a
maximum deficiency of 8 dB is allowed.

Assume that a goal of NC-20 has been chosen for a
sound room. The noise survey indicates a noise level
and spectrum as shown in Fig. 4-12. What wall
construction will bring the noise of Fig. 4-12 down to
the NC-20 goal we have set for the interior? Fig. 4-13
shows that a wall having a rating of STC-55 is required.
The next step is to explore the multitude of possible
wall configurations to meet the STC-55 requirement as
well as other needs.

10
32

63 100

200 400 8001.25k 2k 3.1 5k 8k

Frequency-Hz
Figure 4-12. Noise spectrum from noise survey.

If the NC curve in Fig. 4-12 is subtracted from the
measured noise curve, this will indicate the raw data
that indicates the amount of loss needed to achieve the
desired NC. This is plotted in Fig. 4-13. The standard
STC template is laid over the graph and the needed STC
is read opposite the 500 Hz mark.
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Table 4-6. Building Material Densities

60
55 e
50 R Material (inches) Density (Ib/ft3) Surface Density (Ib/ft2)
mn 45 7~ 7
F40 D Brick 120
—30 P — Needed reduction
& 2 o~ =STC 4 40.0
15 8 80.0
Tob T N f e e .
32 63 125 200 500 800 2k 5k 8k Concrete: light wt. 100
Frequency-Hz 4 33.0
Figure 4-13. The sound barrier attenuation required for the 12 100.0
sound room example of Fig. 4-12 is specified here as c .4 150
STC-47. oncrete: dense
4 50.0
12 150.0
4.3 Isolation Systems Glass 150
Isolation systems must be dealt with holistically. One % 3.8
must consider walls, ceilings, floors, windows, doors, & 7.5
ete. as parts of a whole isolation system. Vibration takes Y 11.3
every path possible when traveling from one spot to Gypsum wall- 50
another. For example, if one intends to build a sound 0
room directly below a bedroom of another tenant in a /2 21
building, one might assume that special attention must % 2.6
be paid to the ceiling. Of course this is correct. However, Lead 700
there are often paths that would permit the vibration to Ve 36
the ceiling. All these flanki th t
bypass the ceiling. A ese flanking paths mus be Particle Board "
accounted for if isolation between two spaces is desired. ., 17
4 .
It should be noteq that.m some parts of the country Plywood 36
(most notably California) building codes require Y ’3
. . . . . . 4 N
seismic engineering. Make sure that the isolation
. . . Sand 97
systems that are under consideration do not violate any
local seismic codes or require additional seismic ! 8.1
restraints. Mason Industries has published a bulletin that 4 323
is quite instructive in seismic engineering.!! Steel 480
Ya 10.0
Wood 24-28
4.3.1 Wall Construction 1 24

Acoustic partitions are complex entities. As was previ-
ously noted, walls exhibit different degrees of isolation
in different segments of the spectrum. It is therefore
imperative that you know what frequencies you are
isolating. (Refer to Fig. 4-8.) The more massive the wall
and the more highly damped the material, the fewer the
problems introduced by diaphragmatic resonance. In
comparing the relative effectiveness of various wall
configurations, the mass law offers the most easily
accessible rough approximation. However, most prac-
tical acoustical partitions actually perform better—that
is, they achieve more loss—than what is predicted by
the mass law. To assist in the computation of isolation
based on mass, the densities of various common
building materials are listed in Table 4-6. If an air space
is added as in double wall construction, this introduces

an element other than mass and generally leads to
higher transmission loss.

4.3.2 High-Loss Frame Walls

The literature describing high TL walls is extensive.
Presented here is a dependable, highly simplified over-
view of the data with an emphasis on practical solutions
for sound room walls. Jones’s summary shown in Table
4-7 describes eight frame constructions including the
STC performance of each.” In each of these construc-
tions Gypsum wallboard is used because it provides an
inexpensive and convenient way to get necessary wall
mass and as fire retardant properties. Two lightweight
concrete block walls, systems 9 and 10, fall in the
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Table 4-7. Sound Transmission Class of Some Common Building Partitions*

]
=118
g B8
L
i
i
|
it
82
STC Rating
Laboratory Surface
Test Test Weight, No Cavity Cavity
Wall Sy Sp . Reference Ib/ft*  Absorption Absorption
1. Single-row 2 x 4 wood OCF OCF 424 & OCF 423 —_ 34 36 {S;-inch glass fiber)
stud (16-inch on cen- NGC NGC 2403 & NGC 2166 6.1 35 38 {3:—.-inch glass fiber)
ter), single-layer -in
gypsum board panels
each side, direct
attached
2. Same as 1, except dou- OCF OCF W-23-69 & OCF W-25-69 - 39 45 (31-inch glass fiber)
ble-layer 3-inch gyp-
sum board each side
3. Single-row 24-gage NGC NGC 2385 & NGC 2386 5.2 42 47 (23-inch glass fiber)
3§-inch steel stud
(24-inch on center) sin-
gle 2-in gypsum board
panels each side, direct
attached
4. Same as 3, except dou- NGC NGC 2282 & NGC 2288 8.9 48 53 (3-inch glass fiber)
ble-layer é—inch ayp-
sum board each side
5. Single-row 2 x 4 wood FPL TL-73-72 6.4 — a7 l2§—inch glass fiber)
stud, single-layer OCF OCF 431 & OCF 427 —_ 40 46 l3§—inch glass fiber)
Z.inch gypsum board GA TL 77-138 - = 50 (33-inch glass fiber)
panels, direct attached
one side, attached to
metal resilient chan-
nels other side
6. Same as 5, except USG TL 67-212 & TL 67-239 10.6 43 59 is%inch mineral fiber)
double-layer %—inch NGC NGC 2368 & NGC 2365 1.3 50 54 {.?é-inch glass fiber)
gypsum board each
side
7. Double-row 2 x 4 wood FPL TL 75-83 7.6 — 57 (double 3§-inch glass
stud, 1-inch plate sepa- fiber)
ration, single layer OCF OCF W-43-69 & OCF 448 —_ 45 56 (3-inch glass fiber)
£.inch gypsum board
each side
8. Same as 7, except FPL TL 75-82 12.2 - 63 (double 3%-inch glass
double-layer gypsum fiber)
board each side OLF OCF W-42-69 & OCF W-40-69 _ 58 62 (13-inch glass fiber)
9. B-inch lightweight hol- ABPA TL 70-16 34 46 —
low concrete block
both sides sealed with
latex paint
10. Same as 9, with addi- ABPA TL 70-14 36 — 57 (13-inch mineral fiber)

tion of furred out wall:
18-inch 24-gage metal
studs, runners placed
+-inch from concrete
wall, covered with
%—inch prefinished
hardboard facing

' OCF—On Corning Fiberglas Corporati
NGC—Gold Bond Building Products Division
FPL—USDA Forest Products Laboratory
GA—Gypsum Association
USG—United States Gypsum
ABPA—American Board Products Association

*Source: Reference 9
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general STC range of the gypsum wallboard walls 1 to
8, inclusive.

The three papers by Green and Sherry report
measurements on many wall configurations utilizing
gypsum wallboard.!! Fig. 4-14 describes three of them
yielding STCs from 56 to 62.
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Figure 4-14. Three arrangements of gypsum wallboard
two-leaf partitions having progressively higher STC ratings.
(After Green and Sherry, Reference 11.)

An expression of the empirical mass law stated as an
STC rating rather than transmission loss!? is shown in
Fig. 4-15. This makes it easy to evaluate the partitions
of Table 4-7 and Fig. 4-14 with respect to partition
surface weight. The numbered STC shaded ranges of
Fig. 4-15 correspond to the same numbered partitions of
Table 4-7, and the A, B, and C points refer to the A, B,
and C constructions of Fig. 4-14. From Fig. 4-15 it can
be seen that the performance of wall types 1 and 9 can

be predicted from the mass law. The other wall types
perform better than what the mass law curve predicts.
This better performance results primarily from decou-
pling one leaf of a structure from the other.
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Figure 4-15. A variation of the empirical mass law
expressed in terms of sound transmission class rather than
TL. The numbers refer to the partitions of Table 4-7; the
letters refer to Fig. 4-14.
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In recent years there have been new developments in
wallboard. QuietRock™*! is an internally damped wall-
board. Although it is considerably more expensive than
standard gypsum board, it far outperforms conventional
drywall, and for a given STC because less material is
needed when using QuietRock, the cost can be offset.

Following are ten points to remember concerning
frame walls for highest STC ratings:

1. It is theoretically desirable to avoid having the
coincidence dip associated with one leaf of a wall
at the same frequency as that of the other leaf.
Making the two leaves different with coincidence
dips appearing at different frequencies should
render their combined effect more favorable.
However, Green and Sherry found this effect negli-
gible when partitions having equivalent surface
weights were compared.!!

2. The two leaves of a wall can be made different by
utilizing gypsum board of different thickness,
mounting a soft fiber (sound-deadening) board
under one gypsum board face and/or mounting
gypsum board on resilient channels on one side.

3. Resilient channels are more effective on wood
studs than on steel studs.

1*QuietRock copyright Quiet Solution, 125 Elko Dr.,
Sunnyvale, CA, 94089.
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4. Steel stud partitions usually have an STC from two
to ten points higher than the equivalent wood stud
partition. The flange of the common C-shaped steel
stud is relatively flexible and transmits somewhat
less sound energy from face to face.

5. If multiple layers of gypsum board are used,
mounting the second layer with adhesive rather
than screws can affect an STC increase by as much
as six points. This is especially helpful with higher
density walls.

6. A fiberglass cavity filler (such as R-7) may
increase STC by five to eight points. It is more
effective in multilayer partitions if the second layer
is attached with adhesive.

7. A slight increase in STC results from increasing
stud spacing from 16 inches to 24 inches on center.

8. Increasing stud size from 2 inches to 3 inches does
not significantly increase either transmission loss or
STC in steel-stud partitions with filler in the cavity.

9. Additional layers of gypsum wallboard increase
STC and TL, but the greatest improvement is with
lighter walls. Adding layers increases stiffness,
which tends to shift the coincidence dip to a lower
frequency.

10. Attaching the first wallboard layer to studs with
adhesive actually reduces STC.

4.3.3 Concrete Block Walls

Concrete block walls behave much like solid walls of
the same surface weight and bending stiffness. In Table
4-7, wall system 9 is a lightweight, hollow, concrete
block wall with both sides sealed with latex paint. In
Fig. 4-15 we see that the performance of this specific
wall falls close to pure mass operation. The STC-46 is
matched or exceeded by many frame walls listed before
it in Table 4-7. Wall system 10 in Table 4-7 is the same
as 9, except wall system 10 has a new leaf, is furred out,
and has mineral fiber added to one side in the cavity.
These additions increase the STC from 46 to 57. It
should be noted that there are less expensive frame
structures that perform just as well. The performance of
concrete walls can be improved by increasing the thick-
ness of the wall, by plastering one or both faces, or by
filling the voids with sand or well-rodded concrete, all
of which increase wall mass. The STC performance of
such walls can be estimated from Fig. 4-15 when the
pounds-per-square-foot surface density is calculated. To
further improve the performance one must add a
furred-out facing (such as 10) or adding a second block
wall with an air space.

4.3.4 Concrete Walls

The empirical mass law line in Fig. 4-15 goes to
100 Ib/ft2 (488 kg/m?), just far enough to describe an
8 inch concrete wall of 150 Ib/ft3 density (surface
density 100 1b/ft2 or 732 kg/m?). This wall gives a rating
close to STC-54. By extending the line we would find
that a 12 inch wall would give STC-57, and a concrete
wall 24 inches thick, about STC-61. The conclusion is
inescapable. This brute-force approach to sound TL is
not the cheapest solution. High TL concrete walls can
be improved by introducing air space—e.g., two 8 inch
walls spaced a foot or so apart. Such a wall requires
specialized engineering talent to study damping of the
individual leaves of the double wall, the coupling of the
two leaves by the air cavity, the critical frequencies
involved, the resonances of the air cavity, and so on.

4.3.5 Wall Caulking

There is continual movement of all building compo-
nents due to wind, temperature expansion and contrac-
tion, hygroscopic changes, and deflections due to creep
and loading. These movements can open up tiny cracks
that are anything but tiny in their ability to negate the
effects of a high-loss partition. An acoustical sealant is
required to caulk all joints of a partition if the highest
TL is to be attained. This type of sealant is a specialty
product with nonstaining, nonhardening properties that
provides a good seal for many years. Fig. 4-16 calls
attention to the importance of bedding steel runners and
wood plates in caulking to defeat the irregularities
always present on concrete surfaces. A bead of sealant
should also be run under the inner layer of gypsum
board. The need for such sealing is as important at the
juncture of wall-to-wall and wall-to-ceiling as it is at the
floor line. The idea is to seal the room hermetically. Fig.
4-17 is a nomograph that illustrates what happens if
there is leakage in a partition. The X axis represents a
partition that is not compromised by any leaks. The
family of curves are gaps or holes expressed as percent-
ages of the whole surface area of the partition. This
nomograph shows that a partition rated at a TL of 45
with no penetrations would perform as a TL-30 wall if
only 0.1% of the wall were open. Consider what this
means in real terms. A partition has a surface area of
10 m2, 0.1% of 10 m2 amounts to an opening with an
area of a square centimeter (cm?). This could be a gap in
the wall/ floor junction where the caulking was omitted,
or it could be the area left open by the installation of an
electrical box in a partition. This small gap will reduce
the performance of the wall by a significant amount. All
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of the engineering and calculations that have been
discussed so far can be rendered meaningless if suffi-

cient care is not taken to seal a// holes in a partition.

Wood plate

* Yo
b 35

N
Caulk Rough

A. Wood plate

v

1/~ runner track

Caulk

B. Steel runner track
Figure 4-16. Caulking methods used for partitions.

o)

< 40

i | /l 9o O = 730)

oo o e

g 35 %@c?/ W

§ o& ///0'05% Open
<~ —33)

£30 7 0.1% Open

s 1 1 30)

= / 0.2% Dpen

225 / [ @7

2 - 0.5% Open

3 23

%20 // 1%Op(!en 23)

S s 20

g ?/ 2% Oplen (20)

I 17

Z15 ! (17),

I 5% Open

o (13)

210

g 10 15 20 25 30 35 40 45 50

b Transmission loss of wall with no openings—dB

Figure 4-17. Effect of gaps on transmission loss. Courtesy
of Russ Berger, Russ Berger Designs.

A. Commonly found construction that passes
impact noise from the floor above to the one
below with little loss.

B. Similar system having greatly increased
transmission loss resulting from the suspension
of the ceiling on resilient channels and an
absorbent introduced into the air space.

Figure 4-18. Floor and ceiling systems.
4.3.6 Floor and Ceiling Construction

Building high TL walls around a sound room is futile
unless similar attention is given to both the floor/ceiling
system above the room and to the floor of the sound
room itself. Heel and other impact noise on the floor
above the room is readily transmitted through the
ceiling structure and radiated into the sound room
unless precautions are taken. The floor and ceiling
structure of Fig. 4-18A is the type common in most
existing frame buildings. Impact noise produced on the
floor above is transmitted through the joists to the
ceiling diaphragm below and radiated with little loss
into the room below. Carpet on the floor above softens
heel taps, but is low mass, and therefore has little effect
on transmission of structure-borne sounds. Some decou-
pling of the floor membrane from the ceiling membrane
is introduced in Fig. 4-18B in the form of resilient
mounting of the ceiling gypsum board. Placing absor-
bent material in the cavity is also of modest benefit. In
Table 4-8 four floor and ceiling structures are described
along with STC ratings for each, as determined from
field TL measurements.
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Table 4-8. Floor and Ceiling Systems

Ceiling Treatment Treatment of Floor Above Sound
Transmission
Class*
2 inch gypsum wallboard nailed to joists 12 inch lightweight concrete on % inch plywood, 2 STC-48
% 12 joists 16 inches on centers
3 inch mineral wool. Resilient channels 2 ft-0 inch on center 1% inch plywood on 2 x 10 joists 16 inches oc STC-46
/2 inch sound deadening board, % inch gypsum board
3 inch mineral wool. Resilient Channels 2 ft-0 inch oc % inch 1'% inch lightweight concrete on 2 inch sound deadening STC-57
gypsum board board on % inch plywood, 2 x 10 joists, 16 inches oc
2 inch mineral wool. 2 inch sound deadening board. Resilient 172 inch lightweight concrete on % inch plywood, 2 x 10 STC-57

channels 2 t-0 in oc % in gypsum board

joists, 16 inches oc

*These are FSTC ratings.?

Another means of decoupling the floor above from
the sound room ceiling involves suspending the entire
ceiling by a resilient suspension, such as in Fig. 4-19.
Mason Industries, Inc. reports one test that demonstrates
the efficacy of this approach.!? They started with a
3 inch concrete floor that alone gave STC-41. With a
12 inch air gap, a % inch gypsum board ceiling was
supported on W30N spring and neoprene hangers,
resulting in STC-50. By adding a second layer of % inch
gypsum board and a sound-absorbent material in the air
space, an estimated STC-55 was realized. The W30N
hanger uses both a spring and neoprene. This combina-
tion is effective over a wide frequency range. The
spring is effective at low frequencies and the neoprene
at higher frequencies.

L, // //// é‘/; %//é

Fiberglass or neoprene and
spring hangers

8

Two layers 5/g" gypsum board
Figure 4-19. A method of suspending a ceiling that gives a
great improvement in STC rating of the floor and ceiling
combination.

4.3.7 Floor Construction

Many variables must be considered when designing
isolated floors. These variables include cost, load limits
of the existing structure, the desired isolation, and the
spectrum of the noise. Every successful system uses a
combination of mass and resilient support designed to
work above the resonance point of the system, and thus
achieve isolation. There are three general approaches to
floating or isolated floors; the continuous underlayment,
the resilient mount, and the raised slab, Fig. 4-20.

120

100+ 1" airspace
80

60

Transmission loss - dB

1 L " 1

Ll L PR NI
050 100 500 1K
1/3 Octave center frequency - Hz

Figure 4-20. The dramatic improvement of sound transmis-
sion class (STC) from 54 to 76 by adding a 4 inch floating
floor with a 1 inch air gap between it and the structural
floor. (Riverbank TL-71-247 test reported by Mason Indus-
tries, Inc., in Reference 13.)

5k 10k

Floating Floors. Once again, simply increasing mass is
often the least productive way to make significant gains
in STC. For example, a 6 inch solid concrete floor has
an STC of 54, and doubling the thickness to 12 inches
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raises it only to STC-59. There are many recording
studios and other sound-sensitive rooms that require
floors greater than STC-54. The answer is in dividing
available mass and placing an air space between. The
results of an actual test, sponsored by Mason Indus-
tries, Inc., are given in Fig. 4-21.12 The TL of basic T
sections (4 inch floor thickness) with 2 inches of poured
concrete gives a total thickness of 6 inches and the
STC-54 mentioned previously. Adding a 4 inch
concrete floor on top of the same structural floor with
1 inch of air gap gives a healthy STC-76, which should
be adequate for all but the most critical applications. A
4 inch slab added to the 6 inch floor without an air
space gives only STC-57. A 19 dB improvement can be
attributed directly to the air space.

C. Raised-slab system utilizing
neoprene for resiliency
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D. Raised-slab system utilizing
springs for resiliency
Figure 4-21. Four methods used in floating floors for
increasing transmission loss.

Continuous Underlayment. The continuous underlay-
ment is the simplest and easiest form of floating floor to
construct. It is most often used for residential and light
commercial applications where surface loads are rela-
tively light. The technique consists of laying down
some sort of vibration-absorbing mat andthen
constructing a floor on top of the mat, taking care not to
penetrate the mat with any fasteners. The perimeter is
surrounded with a perimeter isolation product and
sealed with a nonhardening acoustical sealant. Maxxon
offers a number of products including Acouti-Mat 3,
Acousti-MatlI-Green, and Enkasonic®. These are all
underlayments that form a resilient layer upon which a
wood floor can be constructed, Fig. 4-22, or can be part
of a poured concrete system.

-
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STC: 60 ENKASONIC SOUND-H&TEDIFLOOR SYSTEM
liC: 61 COMCRETE SLAB - CONSTRUCTION
FiNISHED FLOOR - T & G HARDWOOD

Figure 4-22. Enkasonic floor system.
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Isolation Mount Systems. If heavier loads are antici-
pated and greater isolation is needed, an isolation mount
system should be considered. Various manufacturers
build systems for isolating either wood floors or
concrete slabs. Wood floors can be isolated as shown in
Fig. 4-23. This system offered by Kinetics utilizes
encapsulated fiberglass pads, imbedded in a roll of
low-frequency fiberglass designed to fill the air space.

Adhesive layer
or bullding paper
-

Kinetics®
Madel RIM
Isolation
Material

Figure 4-23. Kinetics Floating Wood Floor. Courtesy
Kinetics Corp.
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Another approach by Mason Industries is to build a
grid supported on neoprene mounts or, if greater isola-
tion is needed, on combination spring and neoprene as
shown in Fig. 4-24. A wood floor is then built on the
substructure.

Figure 4-24. Mason Industries Floating Wood Floor
systems using either springs or neoprene. Courtesy Mason
Industries.

In some situations a floating concrete slab is indi-
cated in Fig. 4-25, concrete slab is supported by the
model RIM mat. The roll-out mat is ordered with the
pad spacing based on the expected load. When the mat
is unrolled (1) the plywood panels are then put in place,
(2) the plastic sheet laid over the plywood, and (3) the
concrete poured, Fig. 4-25. A perimeter board isolates
the floating floor from the walls. The plastic film
protects the plywood and helps to avoid bridges.

Temporary waterproofing Floating floor

~ Perimeter isolation

Kinetics®
Model RIM
isolation
material

Figure 4-25. The roll-out mat system of constructing
floating floors. Courtesy Kinetics Inc.

Raised-Slab or Jack-Up System. This system is for
heavy duty applications where high STC ratings are
needed. In Fig. 4-26 the individual isolators are housed
in metal canisters, Fig. 4-27, that are placed typically on
36 inch to 48 inch centers each dimension. The metal
canisters are arranged to tie into the steel reinforcing
grid and are cast directly in the concrete slab. After
sufficient curing time (about 28 days), it is lifted by
_}FdiCiOuS turning of all the screws one-quarter or

Concrete floating floor

Perimeter isolation

Reinforcing wire mesh board

Poly;\y\le%
L bond breaker

Kinetics® Model FLM isolation mounts
Figure 4-26. Kinetics FLM Jack Up Concrete Floor system.
Courtesy Kinetics Corp.

L4 o
Figure 4-27. Kinetics FLM isolation mount. Courtesy
Kinetics Corp.
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one-half turn at a time. This is continued until an air
space of at least 1 inch is achieved. Fig. 4-28 shows an
alternative raised slab system utilizing springs instead
of neoprene or fiberglass mounts. After the slab is
raised to the desired height, the screw holes are filled
with grout and smoothed. Fig. 4-29 further describes the
elements of the raised-slab system. Turning the screws
in the load-bearing isolation mounts raises the cured
slab, producing an air space of the required height. This
system requires heavier reinforcement rods in the
concrete than the system of Fig. 4-25.

Figure 4-28. Mason Industries FS spring jack up floor
system. Courtesy Mason Industries.

Figure 4-29. Details of a jack mount. Courtesy Mason
Industries.

4.3.8 Summary of Floating Floor Systems

Loading must be calculated for each type of floating
floor systems discussed. If the resilient system is too
stiff, vibration will travel through the isolator rendering
it ineffective. Likewise if the springs are too soft, they
will collapse under the weight of the structure and also
be ineffective.

Each floating floor system has its advocates. No one
type of floor will suit all situations. The designer is
urged to consider all the variables before making a deci-
sion. For example, there are pros and cons concerning
use of neoprene versus the compressed, bonded, and
encased units of glass fiber. Most of the arguments have
to do with deterioration of isolating ability with age and
freedom from oxidation, moisture penetration, and so on.

Fig. 4-30 combines several features that have been
discussed in a “room within a room.” The walls are
supported on the floating floor and stabilized with sway
braces properly isolated. The ceiling is supported from
the structure with isolation hangers. This type of hanger
incorporates both a spring, which is particularly good
for isolation from low-frequency vibration, and a
Neoprene or a fiberglass element in series, which
provides good isolation from higher-frequency compo-
nents. An important factor is the application of a
non-hardening type of acoustical sealant at the points
marked “S.” An even better approach would be to
support the ceiling from the walls by using joists or
trusses spanning the room. Such a room should provide
adequate protection from structure-borne vibrations
originating within the building as well as from those
vibrations transmitted through the ground to the building
from nearby truck, surface railroad, or subway sources.

Hangar—fiberglass

_-Double 5/8"
~ gypsum board

Thermal

building ) ,

__insulation Floating 4

. concrete floor
Vs S

L1
T e R T P L = 5 <
AT e a e e e et

B frun

Y N 7

5 Neoprene or glass fiber mounts s = sealant
Figure 4-30. A “room-within-a-room” exemplifying the prin-
ciples discussed in the text.
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The design of rooms to achieve maximum isolation
from airborne and structure-borne sounds is a highly
specialized undertaking, ordinarily entrusted to consul-
tants expert in that branch of acoustics. However, a
sound engineer, charged with the responsibility of
working with a consultant or doing the design person-
ally, is advised to become familiar with the sometimes
conflicting claims of suppliers and the literature on the
subject.

4.3.9 Acoustical Doors

Every part of an acoustical door is critical to its perfor-
mance. Special metal acoustical doors are available with
special cores, heavy hinges, including special sealing
and latching hardware. Their acoustical performance is
excellent and their higher cost must be evaluated against
high labor costs in constructing an alternative. There are
two design elements required in considering what kind
of door to utilize. There is the transmission loss of the
door itself and there is the sealing system. The sealing
system is the more critical of the two. Whatever system
is used, it must hold up over time and withstand the
wear and tear of use. Doors and their seals are difficult
to build and are often the weak point of a sound room.
There is good reason to design sound room access and
egress in such a way that excessively high performance
is not required of a single door. Use of a sound lock
corridor principle places two widely spaced doors in
series, relieving the acoustical requirements of each,
Fig. 4-31.

Entrance hall
Figure 4-31. Sound lock corridor.

Homemade Acoustical Doors. An inexpensive door,
satisfactory for less demanding applications, can be
built from void-free plywood or high density particle

board. It is also possible to start with a core material of
particle board and laminate it with gypsum board if
sufficient care is taken to protect the fragile edges of the
gypsum board. Doors for acoustical isolation must have
a solid and void-free core and be as massive as prac-
tical. Most residential grade doors are hollow and
approach acoustical transparency. Some commercially
available solid core doors are made of laminated wood;
others, of particle board with composition board facing.
The latter has the greater surface density. The 5.2 1b/ft
of the particle-board type gives an STC value of about
35. An STC-35 does not do justice to, say, STC-55
walls. Nevertheless, for doors separated as they are in
the case of a sound lock, the TL of one door comes
close to adding arithmetically to the loss of the other
door. Two doors, well separated, approach doubling the
effect of one.

All this implies a perfect seal around the periphery of
the door attained only by nailing the door shut and
applying a generous bead of acoustical sealant on the
crack. A practical operative door must utilize some
form of weatherstripping or other means for its seal.
Fig. 4-32 illustrates different approaches to sealing a
door.13 Many of these, especially the wiping type,
require constant maintenance and frequent replace-
ment. One of the more satisfactory types is the magnetic
seal, similar to those on most household refrigerator
doors. Zero International manufactures a system of door
seals specifically designed for acoustical applications,
Fig. 4-33. This type of commercially available acous-
tical door seal is a good way to get results from a home-
made door that approaches the performance of a
proprietary door at a fraction of the cost.

Proprietary Acoustical Doors. By far the more satis-
factory doors for acoustical isolation in sound rooms are
those manufactured especially for the purpose. Such
doors offer measured and guaranteed performance over
the life of the door with only occasional adjustment of
seals. This is in stark contrast to the need for constant
seal maintenance in the homemade door shown in Fig.
4-32. Each manufacturer has its own strengths. Some
doors like the Overly and the IAC use cam lift hinges,
which actually lift the door as it opens.

Manufacturers of building elements that need to be
rated for sound transmission use ASTM standards in
measuring their products. ASTM e-90 is the appropriate
standard for sound transmission measurements. Copies
of the standards are available at www.ASTM.com. Most
manufacturers build a range of doors to suit specific
needs. IAC builds doors ranging from an STC-43 to an
impressive STC-64, Fig. 4-34.
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D. Drop bar.

Figure 4-32. Numerous types of weather stripping can be
used for sealing doors to audio rooms. Courtesy Tab
Books, Inc.

4.3.10 Windows

Occasionally sound rooms require windows. The obser-
vation window between control room and studio is an

Figure 4-33. Sealing systems from Zero Mfg.

example. It can very easily have a weakening effect on
the overall TL of the partition between the two rooms.
(See Section 3.3.11.) A wall with a rating of STC-60
alone might very well be reduced to STC-50 with even
one of the more carefully designed and built windows
installed. Just how much the window degrades the
overall TL depends on the original loss of the partition,
the TL of the window alone, the relative areas of the
two, and of course, the care with which the window is
installed. To understand the factors going into the
design of an effective observation window, a good place
to start is to study the effectiveness of glass as a
barrier.!5

Transmission Loss of Single Glass Plates. The mea-
sured transmission loss of Y inin, % inch, and % inch
single-glass plates (or float) 52 inch x 76 inch is shown
in Fig. 4-35. As expected, the thicker the glass plate, the
higher the general TL except for a coincidence dip in
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Figure 4-34. IAC STC 43 Door. Courtesy IAC.

each graph. Although the heavy % inch plate attains a
TL of 40 dB or more above 2 kHz. It is inappropriate
for use in an STC-50 or STC-55 wall. Considering this
general lack of sufficient TL and the complication of the
coincidence dip, the single-glass approach is insuffi-
cient for most observation window needs. Laminated
glass is more of a /imp mass than glass plate of the same
thickness and, hence, has certain acoustical advantages
in observation windows. The characteristics of % inch,
% inch, and % inch laminated single-glass plates are
shown in Fig. 4-36.

Transmission Loss of Spaced Glass Plates. Fig. 4-37
shows the effect of three different spacings. In all cases
the same ' inch and % inch glass plates are used, but
the air space is varied from 2 inches to 6 inches. The
effect of spacing the glass plates is greatest below
1500 Hz. There is practically no increase in transmis-
sion loss by spacing the two glass plates above
1500 Hz. In general, the 2 inch increase from 2 inches
to 4 inches is less effective than the same 2 inch spacing
increase from 4 inches to 6 inches. Many observation
windows in recording studios utilize spacings of
12 inches or more to maximize the spacing effect.
When two glass plates are separated only a small
amount, such as glass widely used for heat insulation,
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Figure 4-35. Sound TL characteristics of single glass (plate
or float) panels. Courtesy Libbey-Owens-Ford Co. (After
Reference 16.

the sound TL is essentially the same as the glass alone
from which it is fabricated. There is practically no
acoustical advantage using this type of glass in observa-
tion windows. This is one of the few cases where
thermal insulation does not correspond to acoustic isola-
tion. The single case of using laminated glass for one of
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Figure 4-36. Sound TL characteristics of single panels of
laminated glass. Courtesy Libbey- Owens-Ford Co. (After
Reference16.)
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Figure 4-37. Spacing two dissimilar glass plates improves
transmission loss. Glass of Y2 and V4 inch thickness used in
all cases.

the plates with 6 inch separation is included in Fig.
4-37. The superior performance of laminated glass
comes with a higher cost.

Managing Cavity Resonance. The TL measurements
in Fig. 4-37 were made with no absorbing material
around the periphery of the space between the two glass
plates. By lining this periphery with absorbent material,
the natural cavity resonance of the space is reduced. An
average 5 dB increase in TL can be achieved by
installing a minimum of 1 inch absorbent on these

reveals. The use of 4 inches of absorbing material,
covered with, perhaps, perforated metal, further
improves low-frequency transmission loss.

The practice of using glass plates of different thick-
ness is substantiated by shallower coincidence dips in
Fig. 4-37 as compared to Fig. 4-35. Resonance associ-
ated with the plates or the cavity tend toward the
creation of acoustical holes, or the reduction of TL at
the resonance frequencies. Hence, distributing these
resonance frequencies by the staggering of plate thick-
ness and use of laminated glass is important.

Homemade Acoustical Windows. The essential
constructional features of two types of observation
windows are shown in Fig. 4-38. Fig. 4-38A is typical
of the high TL type commensurate with walls designed
for high loss. The high TL of the window is achieved by
using heavy laminated glass, maximum practical
spacing of the glass plates, absorbent reveals between
the glass plates, and other important details such as a
generous application of acoustical sealant. It is very
important to note that the windowsill and other elements
of the frame do not bridge the gap between the two
walls and thereby compromise the double wall
construction. Bridging the double wall construction at
the window is a very common error that must be
avoided if the STC of the partition is to be maintained.

Fig. 4-38B shows a window for a single stud wall, a
more modest TL. The same general demands are placed
on this window as on the one in Fig. 4-38A, except that
scaled down glass thickness and spacing are appropriate.

Inclining one of the plates, as shown in Fig. 4-38,
has advantages and disadvantages. Slanting one pane
reduces the average spacing, which slightly reduces the
TL. However, slanting one window as shown espe-
cially in a studio (as distinct from a control room) will
have the beneficial effect of preventing a discrete reflec-
tion right back at a performer standing in front of the
window. The principal benefit of such plate inclination
is really the control of /ight reflections that interfere
with visual contact between the rooms.

Proprietary Acoustical Windows. Many of the same
companies that build proprietary acoustical doors also
build acoustical windows. IAC builds a line of windows
ranging from STC-35 to STC-58. The STC-53 window
from IAC is shown in Fig. 4-39 and Fig. 4-40. It should
be noted that the same warning about bridging a double
wall construction applies to proprietary windows as
well as to home-made ones.
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B. A window suitable for a more modest frame wall.

Figure 4-38. Construction details for practical observation
windows set in a partition between control room and
studio.

4.3.11 Transmission Loss of a Compound Barrier

We are using the term compound to refer to those parti-
tions that are not homogeneous—e.g. those partitions
that include areas with differing TL ratings. For
example, when an observation window having one TL
is set in a wall having another TL, the overall TL is
obviously something else, but what is it? It most

certainly cannot be obtained by simple manipulation of
TLs or STC values. The problem must be referred to as
the basics of sound power transmission. Fig. 4-41 illus-
trates the case of a 4.4 ft x 6.4 ft window set in a
10 ft x 15 ft partition between control room and studio.
The way the transmission loss of the window and the
wall affect each other is given by the expression:18.19

TL = ~10log| L + 52 4-4
o8| 7z, * g (4-4)
10 10 10 10

where,

TL is the overall transmission loss,

S, is the fractional wall surface,

TL, is the wall transmission loss in decibels,

S, is the fractional window surface,

TL, is the window transmission loss in decibels.

As an example let us say that for a given frequency
the wall TL, = 50 dB and the window 7L, =40 dB.
From Fig. 4-40 we see that S, =0.812 and S, =0.188.
The overall TL is

TL = —10log sl + 5
TL, TL,
10" 10"
= 45.7dB

The 40 dB window has reduced the 50 dB wall to a
45.7 dB overall effectiveness as a barrier. This is for a
given frequency. Fig. 4-42 solves Eq. 4-4 in a graphical
form using the following steps:

1. Figure the ratio of glass area to total wall area, and
find the number on the X axis.

2. Subtract window TL from wall TL, and find the
intersection of this value with the area ratio on the
X axis.

3. From the intersection, find the reduction of the wall
TL from the left scale.

4.  Subtract this figure from the original wall TL.

Using the graph of Fig. 4-42, find the effect of the
window on the compound wall. The ratio of the window
area to the wall area is 0.23. Locate 0.23 along the
bottom axis. The difference in TL between the two is
10 dB. Find the intersection between the 10 dB line and
the ratio of the areas. A reduction of slightly less than
5 dB is read off the left scale. Subtracting 5 dB from the
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Figure 4-41. Typical observation window in a wall between

control room and studio.
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Figure 4-42. Graphical determination of the effect on the
overall transmission loss (TL) of a wall by an observation
window.

50 dB wall TL gives the overall TL with a window of
45 dB. (Calculated from Eq. 4-4 gives 45.7 dB.)

It is usually easier and more economical to get high
TL in wall construction than in window construction.
The possibility arises of compensating for a deficient
window by overdesigning the wall. For example, recog-
nizing that an STC-70 masonry wall is possible, how far
will it lift an STC-45 window? Using Eq. 4-4 again, we
find the overall STC to be 52.2 dB, an increase of over
7 dB over the STC-45 window. Actually, using Eq. 4-4
with STC values is a gross oversimplification
embracing all the inaccuracies of fitting measured TL
values with a single-number STC rating. Making the
calculations from measured values of TL at each
frequency point is much preferred. Of course, all this
assumes an airtight seal has been achieved.

Everything that bridges the isolation system is a
potential short circuit for noise. Such bridges include,

HVAC ducts, electrical conduit, sprinkler systems,
plumbing, raceways, and the like.

Now we have the formula for empirically looking at
the effect of a crack in the wall (Fig. 4-17 was plotted
using Eq. 4-4). Let us assume that an observation
window and wall combination have a calculated
composite TL of 50 dB. The window, installed with less
than ideal craftsmanship, developed a s inch (0.125 in)
crack around the window frame as the mortar dried and
pulled from the frame. Since this is the window of Fig.
4-41, the length of the crack is 21.6 ft, giving a crack
area of 0.225 ft2. What effect will this crack have on the
otherwise 50 dB wall? Substituting into Eq. 4-4, we find
the new TL of the wall with the crack to be 28 dB. This
is similar to leaving off an entire pane of glass or a layer
of gypsum board. If the crack were only "is inch wide,
the TL of the wall would be reduced from 50 dB to
31.2 dB. A crack only 0.001 inch wide would reduce
the TL of 50 dB to 40.3 dB. Let the builder beware!

4.3.12 Isolation Systems Summary

Noise migrates from one area to another in two ways. It
travels through the air and it travels through the struc-
ture. To reduce or eliminate airborne noise, one must
eliminate all air paths between the spaces. To reduce
structure-borne noise one must create isolation systems
that eliminate mechanical connections between spaces.
It is a rather simple matter to make theses statements.
Implementing the solutions is obviously much more
difficult. The following points should be kept in mind:

* Make seams airtight.

* Analyze all possible flanking paths that noise will
take and realize that a/l must be controlled if
significant isolation is desired.

* A room built entirely on a floating slab with the
ceiling supported entirely by the walls will always be
superior to any other method.

4.4 Heating, Ventilating, and Air Conditioning
(HVAC) Systems for Low Noise

So far in this chapter we have considered systems that
keep unwanted sound out. When we consider HVAC
systems we are dealing with systems that (a) breach the
acoustical shell designed to keep noise out, (b) intro-
duce considerable noise of their own, and (c¢) provide a
pathway for sound (noise) to easily migrate from one
space to another. HVAC systems can sometimes under-
mine all the efforts of isolation. Often the cheapest solu-
tion to providing HVAC to sound sensitive spaces is to
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use window units that get shut off when quiet is needed!
If this solution is not acceptable, and central distributed
systems must be used, the designer must understand that
success will require significant expense and engi-
neering. The design of HVAC systems is best left to
professional mechanical engineers. No better prepara-
tion for this responsibility can be obtained than from
carefully studying the American Society of Heating,
Refrigeration, and Air-Conditioning Engineers
(ASHRAE) publications.!6:17.18

It is important to understand that HVAC systems
found in most residences or even in light commercial or
office spaces are totally inadequate for use in noise crit-
ical spaces. Unlike residential systems that often use
high efficiency systems that deliver low volumes of
cold air at high velocities, low noise systems require
high volume, low velocity delivery. Many commercial
systems utilize supply ducts and the return relies on
leakage under doors or common ceiling plenums. In
order to achieve low noise, both the supply and return
must be individually ducted to each room.

4.4.1 Location of HVAC Equipment

From the standpoint of sound room noise, the best loca-
tion for the HVAC equipment is in the next county.
Short of this, a spot should be selected that isolates the
inevitable vibration of such equipment from the
sound-sensitive area. A good situation is to have the
equipment mounted on a concrete pad completely
isolated from the structure. In this way, the noise
problem is reduced to handling the noise coming
through the ducts, a much simpler task than fighting
structure-borne vibration.

4.4.2 Identification of HVAC Noise Producers

The various types and paths of HVAC noise producers
are identified in Fig. 4-43. This figure provides an inter-
esting study in flanking paths. It is important to
remember that there will be relatively little noise reduc-
tion unless all of the paths are controlled. A represents
the sound room. B represents the room containing the
HVAC system. Looking at the noise sources as
numbered, 1 and 2 represent the noise produced by the
diffusors themselves. The noise is produced by the air
turbulence that is created as the air moves through the
diffusor. Many diffusors have a noise rating at a given
air flow, and the only element of control in this case is
selecting the design with the best rating. Don’t forget
that this applies to the return grille as well as the supply
diffusor. Arrows 3 and 4 represent essentially fan noise,

which travels to the room via both supply and return
ducts and is quite capable of traveling upstream or
downstream. The delivery of fan noise over these two
paths can be reduced by silencers and/or duct linings.
Sizing the ductwork properly is also a means of
combating fan noise since sound power output of a fan
is fixed largely by air volume and pressure. Arrow 5
represents a good example of a flanking path that is
often missed. Depending on how the ceiling in both of
the rooms is constructed, the sound from the HVAC
unit can travel up through the ceiling in the HVAC
room and comes down into room A. Of course the way
to control path 5 is to make sure that the ceilings in both
rooms are well built, massive enough to control low
frequency vibrations, and of course, airtight. Arrow 6
represents that path where the sound can travel through
gaps or holes inadvertently left in the partition. This has
already been discussed in Section 4.3.11 and in Fig.
4-17. Number 7 represents the sound that can travel
straight through a poorly built wall. Numbers 8§, 9, and
10 represents the paths that the structure-borne vibra-
tions can take through the structure. We will deal with
isolation issues in the next section. Finally, 11 and 12
represent what is called break-in noise. This is what
happens when sound enters or breaks into a duct and
travels down it, radiating into the room.

4.4.3 Vibration Isolation

The general rule is first to do all that can reasonably be
done at the source of vibration. The simple act of
mounting an HVAC equipment unit on four vibration
mounts may help reduce transmitted vibration, may be
of no effect at all, or may actually amplify the vibra-
tions, depending on the suitability of the mounts for the
job. Of course, if it is successful it would drastically
reduce or eliminate paths 8, 9, and 10 in Fig. 4-43. The
isolation efficiency is purely a function of the relation-
ship between the frequency of the disturbing source f;; to
isolator natural frequency f,, as shown by Fig. 4-44. If
fs=/1, aresonance condition exists, and maximum
vibration is transmitted. Isolation begins to occur when
f4/f, 1s equal to or greater than 2. Once in this isolation
range, each time f/f, is doubled, the vibration transmis-
sion decreases 4-6 dB. It is beyond the scope of this
treatment to go further than to identify the heart of both
the problem and the solution, leaving the rest to experts
in the field.
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Figure 4-44. Noise from HVAC equipment may be
reduced by isolation mounts, or it may actually be ampli-
fied. (After ASHRAE, Reference 18.)

4.4.4 Attenuation of Noise in Ducts

Metal ducts with no linings attenuate fan noise to a
certain extent. As the duct branches, part of the fan noise
energy is guided into each branch. Duct wall vibration
absorbs some of the energy, and any discontinuity (such
as a bend) reflects some energy back toward the source.

A very large discontinuity, such as the outlet of the duct
flush with the wall, reflects substantial energy back
toward the source. This results in attenuation of noise
entering the room, as shown in Fig. 4-45. Unlike many
other systems in acoustics this is one attenuation that is
greater at low frequencies than at the highs.

20

Duct cross-sectional area

=5
%o

Reduction loss-dB

0 1 !
63 125 250 500 1k 2k 4k
Octave band center frequency-Hz
Figure 4-45. The effect of duct cross-sectional area on the
attenuation of HVAC noise. (After ASHRAE, Reference 18.)

Lining a duct increases attenuation primarily in the
higher audio frequency range. Fig. 4-46 shows
measured duct attenuation with 1 inch duct lining on all
four sides. The dimensions shown are for the free area
inside the duct. This wall effect attenuation is greatest



92 Chapter 4

for the smaller ducts. For midband frequencies, a 10 ft
length of ducting can account for 40 dB or 50 dB atten-
uation for ducts 12 inches x 24 inches or smaller. There
is a trade-off, however, as decreasing the cross section
of the duct increases the velocity of the air moving
through it. Higher air velocities produce greater turbu-
lence noise at the grille/diffusor. Great stress is
commonly placed on attenuation contributed by
right-angle bends that are lined with duct liner. Fig.
4-47 evaluates attenuation of sound in lined bends. Only
lining on the sides is effective, which is the way the
elbows of Fig. 4-47 are lined. Here again, attenuation is
greater at higher audio frequencies. The indicated duct
widths are clear measurements inside the lining. The
lining thickness is 10% of the width of the duct and
extends two duct widths ahead and two duct widths
after the bend. It is apparent that the lining contributes
much to attenuation of noise coming down the duct, but
less so at lower frequencies. Here too, there is a
trade-off. Every bend, lined or not, increases the turbu-
lence and therefore the noise.
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63 125 250 500 1k 2k 4k 8k

Octave band center frequency-Hz
Figure 4-46. Measured noise attenuation in rectangular
ducts. (After ASHRAE, Reference 18, which attributes
Owens-Corning Fiberglas Corp. Lab Report 32433 and
Kodaras Acoustical Laboratories Report KAL-1422-1
submitted to Thermal Insulation Manufacturer’s
Association.)

4.4.5 Tuned Stub Noise Attenuators

Fan blades can produce line spectra or tonal noise at a
blade frequency of

Blade frequency = RPM x Nugz)bflr of blades
z

@-5)

Usually this noise is kept to a minimum when the
HVAC engineer selects the right fan. If such tones
continue to be a problem, an effective treatment is to
install a tuned stub filter someplace along the duct.
These can be very effective in reducing fan tones. A
typical stub and its attenuation characteristic are shown

in Fig. 4-48A. The comparable characteristic of a reac-
tive muffler is also shown in Fig. 4-48B.
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Figure 4-47. Noise attenuation in HVAC square-duct
elbows without turning vanes. (After ASHRAE Reference
18.)
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Figure 4-48. The tuned stub and reactive muffler used to
attenuate tonal components of noise.
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4.4.6 Plenum Noise Attenuators

As previously stated, a most effective procedure in
noise reduction is to reduce the noise at, or very close
to, the source. If a system produces a noise level that is
too high at the sound room end, one possibility is to
install a plenum in the supply and another in the return
line. Such a plenum is simply a large cavity lined with
absorbing material, as shown in Fig. 4-49. Sometimes a
nearby room or attic space can be made into a
noise-attenuating plenum, usually at the source. The
attenuation realized from a plenum can be estimated
from the following expression:!?
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1

SR 4-6
s (cos@ ! —a) (4-6)
\2nd  S,a

attenuation = 10log

where,

a is the absorption coefficient of the lining,

S, is the plenum exit area in square feet,

S, is the plenum wall area in square feet,

d is the distance between the entrance and exit in feet,

0 is the angle of incidence at the exit (i.e., the angle that
the direction d makes with the axis of exit) in degrees.

For those high frequencies where the wavelength is
smaller than plenum dimensions, accuracy is within
3 dB. At lower frequencies Eq. 4-5 is conservative, and
the actual attenuation can be 5 dB to 10 dB higher than
the value it gives.
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Figure 4-49. A properly designed lined plenum is a very
effective attenuator of HVAC noise and is usually located
near the equipment. Unused rooms or attic spaces may
sometimes be converted to noise-attenuating plenums.
(After ASHRAE, Reference 19.)

4.4.7 Proprietary Silencers

When space is at a premium and short runs of duct are
necessary, proprietary sound-absorbing units can be
installed in the ducts at critical points. There are a
number of configurations available, and many attenua-
tion characteristics can be expected. The extra cost of
such units may be offset by economies their use would
bring in other ways. The user should also be aware that
silencers produce a small amount of self-noise and care

References

must be taken to allow the air to return to a laminar flow
downstream of the silencer.

The general rule is that the air will require a length
equal to 10 times the diameter of the duct to regain a
laminar flow.

4.4.8 HVAC Systems Conclusion

The intent of this HVAC section is to emphasize the
importance of adequate attention to the design and
installation of the heating, ventilating, and air-condi-
tioning system in the construction of studios, control
rooms, and listening rooms. HVAC noises commonly
dominate in such sound rooms and are often the focus of
great disappointment as a beautiful new room is placed
into service. The problem is often associated with the
lack of appreciation by the architect and the HVAC
contractor of the special demands of sound rooms. It is
imperative that an NC clause be written into every
mechanical (HVAC) contract for sound-sensitive
rooms.

Residential HVAC systems commonly employ small
ducts and high velocity air delivery systems. Air turbu-
lence noise increases as the sixth power of the velocity;
hence, high velocity HVAC systems can easily be the
source of excessive turbulence noise at grilles and
diffusers. Keeping air velocity below 400 ft/min for
studios and other professional sound rooms is a basic
first requirement. Air flow noise is generated at tees,
elbows, and dampers; and it takes from 5 to 10 duct
diameters for such turbulence to be smoothed out. This
suggests that duct fittings should be spaced adequately.
Air flow noise inside a duct causes duct walls to vibrate,
tending to radiate into the space outside. Thermal duct
wrapping (lagging) helps to dampen such vibrations,
but even covered, such ducts should not be exposed in
sound-sensitive rooms. This oversimplified treatment of
HVAC design is meant to underscore the importance of
employing expert design and installation talent, not to
create instant experts. The overall HVAC project,
however, needs the involvement of the audio engineer at
each step.!7:18
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5.1 Acoustical Treatment Overview

It is possible that there is no area in professional audio
where there is more confusion, folklore, and just plain
misinformation than in the area of acoustical treatment.
Everyone, it seems, is an acoustical expert. Of course,
like most disciplines, much of acoustics is logical and
intuitive if one understands the fundamentals. As Don
Davis wrote, “In audio and acoustics the fundamentals
are not difficult; the physics are.”! The most fundamental
of all rules in acoustics is that nothing is large or small.
Everything is large or small relative to the wavelength of
the sound under consideration. This is one of the realities
that makes the greater field of audio so fascinating.
Human ears respond to a range of wavelengths covering
approximately 10 octaves, as compared to eyes, which
respond to a range of frequencies spanning about one
octave. Even though the bandwidth of visible light is
obviously much larger than that of audible sound because
of the much higher frequencies involved, the range of the
wavelengths in this 10 octave bandwidth poses some
unique challenges to the acoustician. We must be able to
deal with sounds whose wavelengths are 17 m (56 ft) and
sounds whose wavelengths are 1.7 cm (0.6 in).

Getting rooms to sound good is an art as much as it is
a science. In some situations, concert halls, for example,
there is a reasonable agreement as to what makes for a
good hall. In other applications, such as home theaters,
recording studios, or houses of worship, there is little
agreement among the users, let alone the consultants, as
to how these rooms should sound. Considerable research
must be done before we are able to trace all of the
subjective aspects of room acoustics back to physical
parameters. However, some fundamental rules and prin-
ciples can be noted. The acoustician has very few tools.
In fact, there are only two things one can do to sound. It
can either be absorbed or redirected, Fig. 5-1. Every
room treatment, from a humble personal listening room
to the most elaborate concert hall, is made up of mate-
rials that either absorb or redirect sound. Room acoustics
boils down to the management of reflections. In some
situations, reflections are problems that must be
removed. In other situations, reflections are purposely
created to enhance the experience.

This chapter will address general issues of modifying
the way rooms sound. Absorption and absorbers will be
covered in detail, as well as diffusion and diffusers, and
other forms of sound redirection. Additionally, some
discussion on the controversial topic of electroacous-
tical treatments, and brief sections that touch on life
safety and the environment as they pertain to acoustical
treatments are provided. The information will be thor-

ough, but not exhaustive. There are, after all, entire
books dedicated to the subject of acoustical treatments.2
The intention here is to be able to provide a solid under-
standing of the fundamentals involved. Specific applica-
tions will be dealt with in subsequent chapters.

5.2 Acoustical Absorption

Absorption is the act of turning acoustical energy into
some other form of energy, usually heat. The unit of
acoustical absorption is the sabin, named after W.C.
Sabine (1868—1919), the man considered the father of
modern architectural acoustics. It is beyond the scope of
this treatment to tell the story of Sabine’s early work on
room acoustics, but it should be required reading for any
serious student of acoustics. Theoretically, 1.0 sabin
equates to one square meter (m?) of complete absorption.
Sabine’s original work involved determining the sound
absorbing power of a material. He posited that
comparing the performance of a certain area of material
to the same area of open window would yield its
absorbing power relative to the ideal.? For example, if
1.0 m? of a material yielded the same absorbing power as
0.4 m2 of open window, the relative absorbing
power—what we now call the absorption coeffi-
cient—would be equal to 0.4.4

How absorption is used depends on the application
and the desired outcome. Most of the time, absorption is
used to make rooms feel less live or reverberant.
Absorber performance varies with frequency, with most
working well only over a relatively narrow range of
frequencies. In addition, absorber performance is not
necessarily linear over the effective frequency range.

Measuring or classifying absorbers is not as straight-
forward as it may seem. There are two main laboratory
methods: the impedance tube method and the reverbera-
tion chamber method, both of which will be discussed in
detail below. Field measurement of absorption will also
be discussed below. Absorber performance can also be
determined theoretically; discussions of those methods
are beyond the scope of this chapter. (The reader is
referred to the Bibliography at the end of this chapter for
advanced absorber theory texts.)

There are three broad classifications of absorbers:
porous, discrete, and resonant. While it is not uncommon
for people to design and build their own absorbers
(indeed, there has been something of a resurgence in
do-it-yourself absorber construction in recent years as a
result of the proliferation of how-to guides and Internet
discussion forums—this information may or may not be
reliable, depending on the reliability of the online
resource and the relative expertise of the “experts”
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Figure 5-1. Comparison of absorption reflection and diffusion.

offering guidance), many excellent porous and resonant
absorbers are available commercially. Fundamental
information about the design of absorbers is included
here for two reasons: there may be those who want to
build their own absorbers, and more importantly, these
absorbers are sometimes inadvertently constructed in the
process of building rooms. This is especially true of
resonant absorbers.

5.2.1 Absorption Testing

Standardized testing of absorption began with Sabine and
continues to be developed and improved upon in the
present day. As mentioned above, the two standardized
methods for measuring absorption are the reverberation
chamber method and the impedance tube method. One
can also measure absorption in the field by using either
the standardized methods or the other techniques
discussed below.

5.2.1.1 Reverberation Chamber Method

The work of Sabine during the late 19th and early 20th
centuries is echoed in the present-day standard methods
for measuring absorption in a reverberation chamber:
ASTM C423 and ISO 354.5:¢ In both methods, the
general technique involves placing a sample of the mate-
rial to be tested in a reverberation chamber. This is a
chamber that has no absorption whatsoever. The rate of
sound decay of the room is measured with the sample in
place and compared to the rate of sound decay of the
empty room. The absorption of the sample is then
calculated.

The method of mounting the sample in the test
chamber has an effect on the resulting absorption. Thus,
standardized methods for mounting are provided.®7 The
most common mounting methods employed are Types
A, B, and E. Type A simply involves placing the test
sample—usually a board-type wall or ceiling
absorber—flat against the predefined test area in the
chamber (typically on the floor). Type B mounting is
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typically encountered with acoustical materials that are
spray or trowel applied. The material is first applied to a
solid backing board and then tested by placing the
treated boards over the predefined test area in the
chamber. Type E mounting is the standard method
employed for absorbers such as acoustical ceiling tiles.
This mounting includes a sealed air space of a defined
depth behind the absorbers to mimic the real-world
installation of acoustical ceiling tiles with an air plenum
above. The depth is defined in millimeters and is
denoted as a suffix. For example, a test of acoustical
ceiling tiles in an E400 mounting means that the tiles
were tested over sealed air space that was 400 mm
(16 in) deep.

It should be noted that Type A mounting for
board-type wall and ceiling absorbers is so often used as
the default method that any mention of mounting method
is often carelessly omitted in manufacturer literature.
Regardless, it is important to verify the mounting
method used when evaluating acoustical performance
data. If there is any uncertainty, a complete, independent
laboratory test report should be requested and evaluated.
Details of the mounting method must be included in the
lab report to fulfill the requirements of the test standards.

ASTM C423 is generally used in certified North
American laboratories; ISO 354 is generally the adopted
standard in European countries. The methods are very
similar, but there are some noteworthy differences that
can yield different testing results. A main difference that
is a frequent subject of criticism is the different
minimum sample sizes. The minimum area of material
when testing board-type materials in accordance with
ASTM C423 is 5.6 m? (60 ft2)5 (the recommended test
area is 6.7 m2 [72 ft2]) and that of ISO 354 is 10 m2
(107.6 ft2)6. In general, this difference in sample size can
result in a material having slightly lower absorption
coefficients when tested in accordance with ISO 354
relative to the same material tested in accordance with
ASTM C423. The ISO method is generally regarded as a
more realistic approach when the test results are being
applied to spaces that are larger than the test chamber, as
is often the case. Nonetheless, ASTM test results have
been widely and successfully used in architectural
acoustic room design applications for many decades.

The reverberation chamber methods can also be
applied to discrete absorbers, such as auditorium seating,
highway barriers, office partitions, and even people. The
main difference between testing the discrete absorbers
and testing panel-type absorbers is how the results are
reported. If a material occupies a commensurable area of
a test chamber surface, absorption coefficients can be
calculated. By contrast, the results of a test of some

number of discrete absorbers are generally reported in
sabins/unit. (Sometimes referred to as Type J mounting
in the literature, provided the test met the standard
requirements for that mounting). For example, the
absorption of acoustical baffles—the type that might be
hung from a factory or gymnasium ceiling—is typically
reported in sabins/baffle.

When calculating absorption coefficients for
board-type absorbers, the number of sabins in each
frequency band is divided by the surface area of the test
chamber covered by the sample material. The resulting
quantity is the Sabine absorption coefficient, abbreviated
ogap- The vast majority of absorption coefficients
reported in the literature is Sabine absorption coeffi-
cients. Since the material is tested in a reverberant space,
the Sabine absorption coefficients are useful for prede-
termining the acoustical properties of a space, provided
that the product is intended for use in a similarly rever-
berant space (i.e., a space where sound can be consid-
ered to be impinging equally on a surface from all angles
of incidence).

The frequency range of reverberation chamber
measurements is limited. At low frequencies, modal
effects can dominate the test chamber, thus making accu-
rate measurements of sound decay difficult. At high
frequencies, the chambers are large enough that the
absorption of air will start to affect the measurement
results. Therefore, the frequency range for a reverbera-
tion chamber test is typically limited to the !5 octave
bands between 100 and 5000 Hz. This is sufficient for
most materials and applications as it spans a full six
octaves over what is commonly referred to as the speech
range of frequencies—i.e., the range of frequencies that
are important to address design issues related to speech
communication.

When acoustical treatments are specifically designed
to absorb low frequencies, the reverberation chamber
method can fall short. However, D’ Antonio has imple-
mented a special application of the ASTM C423 method
that utilizes fixed microphone positions (vs, the more
typical rotating microphone) that measure the decay of
the actual modal frequencies of the room. Using this
method, D’Antonio has been able to measure low
frequency absorption down to the 63 Hz octave band.3-
The impedance tube method (discussed below) can also
be used to measure low frequency absorption, but a large
tube with heavy walls (such as poured concrete) is
required.
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5.2.1.2 Impedance Tube Testing Methods

The laboratory methods generally involve the use of an
impedance tube to measure absorption of normally inci-
dent sound—i.e., sound arriving perpendicular to the
sample. There are two standard methods to measure
absorption in an impedance tube: the single-microphone,
standing wave method; and a two-microphone, transfer
function method.? In general, impedance tube measure-
ments are relatively inexpensive, relatively simple to
perform, and can be very useful in research and develop-
ment of absorber performance. In the standing wave
method, for example, the normal absorption coefficient
(ot,,) can be calculated from

(5-1)

where,
1; is the incident sound intensity,
1, is the reflected sound intensity.

While the cost and time saving benefits of the imped-
ance tube method are obvious, care should be taken
since the normal absorption coefficients are not equiva-
lent to the Sabine absorption coefficients discussed in
the previous section. In fact, unlike ag,p, o, can never
be greater than 1.0. In one set of experiments, oigyp Was
as little as 1.2 times and as much as almost 5.0 times
greater than o,,.!10 Regardless, there is no established
empirical relationship between ag,p and o,. Normal
absorption coefficients should not be used to calculate
the properties of a space using standard reverberation
time equations.

One main advantage offered by normal absorption
coefficients is that they offer an easy way to compare the
performance of two absorbers. Reverberation chambers
have inherent reproducibility issues (explained in more
detail below). The impedance tube can overcome this to
some extent. One limitation of the impedance tube is
frequency range; large tubes are needed to test low
frequencies. Another is that tests of resonant absorbers
tend not to produce accurate results, because of the small
sample size.

5.2.1.3 Other Absorption Testing Method's

Many methods can be employed for the measurement of
sound absorption outside the confines of a laboratory test
chamber or impedance tube.2 Of course, both the rever-
beration chamber method and the impedance tube
methods can be adopted for use in the field. In fact,

Appendix X2 of ASTM C423 provides guidelines for
carrying out the reverberation method in the field.>

When the sound impinging on an absorber is not
totally random—as is the case, more often than
not—there may be better methods for describing its
performance. One of these methods, described by Brad
Nelson,!! involves the analysis of a single reflection by
means of signal processing techniques. Although
Nelson’s method describes the measurement of absorp-
tion at normal incidence, his method can be extended to
determine the in situ absorption coefficients of a material
at various angles of incidence, which can be particularly
useful for the analysis of absorbers that are being used
for reflective control in small rooms. Nelson’s method
was employed by the author to determine the in situ
angular absorption coefficient (o) of two different
porous absorbers, the results of which are shown graphi-
cally in Fig. 5-2 for reflections in the 2000 Hz band. The
results at least partly confirm what has often been
observed in recording studios: sculpted acoustical foam
tends to be more consistent in its control of reflections at
oblique angles of incidence relative to flat,
fabric-covered, glass fiber panels of higher density. Or,
to put it another way, the glass fiber panel offers more
off-axis reflections than the acoustical foam panel. Of
course, the relative merits of one acoustical treatment
over the other are subjective. The important point is that
the differences are quantifiable.

1.00

= 0.80

2L

)

©

8 0.604

c

2

a L

_.% 0.40+ A. Flat, fabric-wrapped,

© [ glass fiber panel

=z L 96 kg/m3 (6.0 Ib/ft3).

® .20+

< | B. Sculpted foam panel

32 kg/m3 (2.0 Ib/ft3).

0.00 +———p—— ey

0° 15° 30° 45° 60°
Angle (Incidence = Reflection)

Figure 5-2. Angular absorption coefficients (o) of two
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5.2.1.4 Absorption Ratings

There are three single number ratings associated with
absorption, all of which are calculated using the Sabine
absorption coefficients. The first and most common is the
Noise Reduction Coefficient (NRC). The NRC is the
arithmetic average of the 250, 500, 1000, and 2000 Hz
octave-band Sabine absorption coefficients, rounded to
the nearest 0.05.5 The NRC was originally intended to be
a single number rating that gave some indication of the
performance of a material in the frequency bands most
critical to speech.

To partly address some of the limitations of the NRC,
the Sound Absorption Average (SAA) was developed.’
Similar to NRC, the SAA is an arithmetic average, but
instead of being limited to four octave bands, the Sabine
absorption coefficients of the twelve /5 octave bands
from 200 through 2500 Hz are averaged and rounded to
the nearest 0.01. Table 5-1 provides an example calcula-
tion of both NRC and SAA for a set of absorption coeffi-
cients.

Table 5-1. Sample Sabine Absorption Coefficient
(0sap) Spectrum with Corresponding Single Number
Ratings, NRC, SAA, and a.,.

1/; Octave Band OgAB 1/5 Octave Band OgAR
Center Frequency Center Frequency

100 Hz 0.54 1250 Hz 0.39
125 Hz 1.38 1600 Hz 0.31
160 Hz 1.18 2000 Hz 0.30
200 Hz 0.88 2500 Hz 0.23
250 Hz 0.80 3150 Hz 0.22
315 Hz 0.69 4000 Hz 0.22
400 Hz 0.73 5000 Hz 0.20
500 Hz 0.56

630 Hz 0.56 NRC= 0.55

800 Hz 0.51 SAA= 0.53

1000 Hz 0.47 o, = 0.30(@LM)

W

Finally, ISO 11654 provides a single number rating
for materials tested in accordance with ISO 354 called
the weighted sound absorption coefficient (a.,).12 A
curve matching process is involved to derive the o, of a
material. Additionally, shape indicators can be included
in parentheses following the a,, value to indicate areas
where absorption has significantly exceeded the refer-
ence curve. Table 5-1 shows the a.,, for the set of absorp-
tion coefficients, with the LM indicating that there may
be excess low and mid-frequency absorption offered that
is not otherwise apparent from the a,, value. This is

useful in that it indicates the actual octave-band or
/3 octave band absorption coefficients are probably
worth looking into in greater detail.

None of the metrics described above gives an accu-
rate representation of the absorptive behavior (or lack
thereof) of a material. NRC averages four bands in the
speech frequency range. The problem, of course, is that
many different combinations of four numbers can result
in the same average, as shown in Table 5-2. The same
can be said for SAA. Nonetheless, NRC and SAA can be
compared to give a little bit more information than each
rating gives on an individual basis. If NRC and SAA are
very close, the material probably does not have any
extreme deviations in absorption across the speech range
of frequencies. If SAA is drastically different from NRC,
it may be indicative of some large variations at certain
'/3octave bands. These are, of course, only single
number ratings; none of them takes into account the
performance of the material below the 200 Hz /5 octave
band. They can, at most, provide a cursory indication of
the relative performance of a material. A full evaluation
of the performance of a material should always involve
looking at the octave or /3 octave band data in as much
detail as possible.

Table 5-2. Two Different Sample Sabine Absorption
Coefficient (agp5) Spectra with Equal NRC and SAA.

%saB
1/; Octave Band Material 1 Material 2
Center Frequency

100 Hz 0.54 0.01
125 Hz 1.38 0.01
160 Hz 1.18 0.09
200 Hz 0.88 0.18
250 Hz 0.80 0.33
315 Hz 0.69 0.39
400 Hz 0.73 0.42
500 Hz 0.56 0.57
630 Hz 0.56 0.58
800 Hz 0.51 0.67
1000 Hz 0.47 0.73
1250 Hz 0.39 0.69
1600 Hz 0.31 0.60
2000 Hz 0.30 0.58
2500 Hz 0.23 0.65
3150 Hz 0.22 0.67
4000 Hz 0.22 0.80
5000 Hz 0.20 0.77
NRC = 0.55 0.55
SAA = 0.53 0.53
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5.2.1.5 Interpreting Test Results

As mentioned at the beginning of this chapter, the acous-
tical treatment industry is rife with misinformation. Test
results, sadly, are no exception. Information in manufac-
turer literature or on their Web sites is fine for evaluating
materials on a cursory basis. This information should
eventually be verified, preferably with an independent
laboratory test report. If manufacturers cannot supply test
reports, any absorption data reported in their literature or
on their Web sites should be treated as suspect.

When absorption data is evaluated, the source of the
data should be understood, both in terms of which stan-
dard method was used and which independent test labo-
ratory was used. Again, the test reports can help clear up
any confusion. Close attention should be paid to subtle
variations in test results, such as a manufacturer who
tested the standard-minimum area of material in lieu of
the standard-recommended area of material for an
ASTM C423 test. If two materials are otherwise similar,
a variation in sample size could explain some of the vari-
ation in measured absorption.

Additionally, there are reproducibility issues with the
reverberation chamber method. Saha has reported that
the absorption coefficients measured in different labora-
tories vary widely, even when all other factors—e.g.,
personnel, material sample, test equipment, etc.—are
kept constant.!3 Cox and D’ Antonio have found absorp-
tion coefficient variations between laboratories to be as
high as 0.40.2

Finally, it is worth noting that Sabine absorption coef-
ficients will often exceed 1.00. This is a source of great
confusion since theory states that absorption can only
vary between 0.00 (complete reflection) and 1.00
(complete absorption). However, the 0 to 1 rule only
applies to, for example, normal absorption coefficients,
which are calculated using the measurement of direct
versus reflected sound intensity. Sabine absorption coef-
ficients, remember, are calculated using differences in
decay rate and by dividing the measured absorption by
the sample area. In theory, this should still keep the
Sabine absorption coefficients below 1.0. However, edge
and diffraction effects are present and are frequently
cited (along with some nominal hand-waving) to explain
away values greater than 1.0. Edge and diffraction
effects are true and valid explanations,!4 but can be
confusing in their own right. For example, samples are
often tested with the edges covered—i.e., not exposed to
sound. Absorption coefficients greater than 1.0 resulting
from such a test can therefore be attributed mainly to
diffraction effects, which is the process where sound that
would not normally be incident on a sample is bent

towards the sample and absorbed. The confusion arises
when these test results are utilized in applications where
the edges of the sample will be exposed to sound.

A better explanation might be simply that Sabine
absorption coefficients are not percentages. The vari-
ables in the calculation of the Sabine absorption coeffi-
cient are rate of decay and test sample area. A change in
the former divided by the latter is basically what is
being determined, which does not strictly conform to the
definition of a percentage. Based on this explanation, an
ogp Value greater than 1.0 simply indicates a higher
absorption than a value lower than 1.0, all other factors
being equal. For example, a material with a Sabine
absorption coefficient of 1.05 at 500 Hz will absorb
more sound at 500 Hz than the same area of a material
having a Sabine absorption coefficient of 0.90, provided
that both materials were tested in the same manner.

Regardless of the validity of Sabine absorption coef-
ficients greater than 1.0, they are usually rounded down
to 0.99 for the purposes of predictive calculations. This
rounding down is especially important if, for example,
equations other than the Sabine equation are used to
determine reverberation time. Of course, there has been
ample debate about this rounding. For example, techni-
cally it is not rounding but scaling that is being done. As
Saha has pointed out, why only scale the numbers
greater than 1.0—what’s to be done, if anything, with the
other values?'3

5.2.2 Porous Absorbers

Porous absorbers are the most familiar and commonly
available kind. They include natural fibers (e.g., cotton
and wood), mineral fibers (e.g., glass fiber and mineral
wool), foams, fabrics, carpets, soft plasters, acoustical
tile, and so on. The sound wave causes the air particles to
vibrate down in the depths of porous materials, and fric-
tional losses convert some of the sound energy to heat
energy. The amount of loss is a function of the density or
how tightly packed the fibers are. If the fibers are loosely
packed, there is little frictional loss. If the fibers are
compressed into a dense board, there is little penetration
and more reflection from the surface, resulting in less
absorption.

Mainly because there is a veritable plethora of extant
information with which to work, the Owens Corning 700
Series of semi-rigid glass fiber boards will be discussed
in the next section to not only highlight one of the more
popular choices for porous absorber, but also to illustrate
various trends—such as absorption dependence on thick-
ness and density—that are not uncommon with porous
absorbers in general.
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5.2.2.1 Mineral and Natural Fibers

Of the varieties of mineral fiber, one of the most popular
is the glass fiber panel or board, Fig. 5-3. The absorption
of sound for various densities of Owens Corning 700
Series boards is shown in Figs. 5-4 and 5-5.15 Fig. 5-4
shows the absorption for 2.5 cm (1 in) thick boards.
None of the three densities absorbs well at frequencies
below 500 Hz. At the higher audio frequencies, the
boards of 48 kg/m? and 96 kg/m? (3.0 1b/ft> and 6.0 1b/ft3,
respectively) densities are slightly better than the lower
density 24 kg/m? (1.5 Ib/ft*) material. Fig. 5-5 shows a
comparison between different densities of the 10.2 cm
(4.0 in) thick fiberglass boards. In this case, there is little
difference in absorption between the three densities.!

A. Raw material.

B. Fabric finished panels.
Figure 5-3. Glass fiber absorbers.

Boards of medium density have a mechanical advan-
tage in that they can be cut with a knife and press-fitted
into place. This is more difficult with materials that have
a 24 kg/m* (1.5 Ib/ft®) density and lower, such as
building insulation. The denser the board, the greater the
cost. Most acoustical purposes are well served by glass
fiber of 48 kg/m? (3.0 1b/ft*) density, although some
consultants specify a 96 kg/m? (6.0 1b/{t*) material. A
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Figure 5-4. The effect of density on the absorption of
Owens Corning 700 series glass fiber boards of 2.5 cm
(1 in) thickness, Type A mounting.!>

1.40 T
1.20
1.00 +
0.80 £
z C
3 0.60F — 701 -24 kg/m?
F (1.5 Ib/ft)
0.40 — — 703 -48 kg/m?3
r (3.0 Ib/ft?)
0.20 T - - 705-96 kg/m?
r (6.0 Ib/ft?)
0.00

T T T T T T
125 250 500 1k 2k 4k
Octave band center frequency—Hz
Figure 5-5. The effect of density on the absorption of
Owens Corning 700 series glass fiber boards of 10.2 cm
(4 in) thickness.?>

number of consultants regularly specify absorbers that
are composed of multiple densities, for example, a
combination of Owens Corning 701, 703, and 705. In
theory, a multidensity absorber (assuming the least dense
material is exposed to the sound source with gradually
increasing densities toward the wall) will be as good as
or better than a single-density absorber of the same
thickness.!¢ In practice, this tends to hold true.

Fig. 5-6 explores the effect of thickness of 703 Fiber-
glas on absorption. The absorption of low-frequency
sound energy is much greater with the thicker maerials.!>
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Figure 5-6. The effect of thickness on the absorption of
Owens Corning 703 glass fiber boards 48 kg/m3 (3 Ib/ft3),
Type A mounting.15

Fig. 5-7 shows the effect of air space behind a 2.5 cm
(1 in) thick Owens Corning Linear Glass Board. As the
air space is increased in steps from 0 to 12.7 cm (0 to
5 in), the lower-frequency absorption increases progres-
sively.!3 It is sometimes cost-effective to use thinner
glass fiber and arrange for air space behind it; it is some-
times cost-effective to use glass fiber of greater thick-
ness. At other times, the need for low-frequency
absorption is so great that both thick material and air
space are required.
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Figure 5-7. The effect of mounting over an air space on the
absorption of Owens Corning Linear Glass Cloth faced
board of 2.5 cm (1 in) thickness.5

In acoustical applications, mineral wool (or rock
wool) is another popular variation of mineral fiber
board, Fig. 5-8. Figs. 5-9 and 5-10 provide an overview
of absorption coefficients for materials available from
Roxul.!7 The main difference between glass fiber and
mineral wool is that mineral wool is generally made
from basalt (glass fiber comes from silicates), which
leads to a higher heat tolerance.

e\ 5\
B. Framed and fabric-
finished panel.

A. Raw material.

Figure 5-8. Mineral wool absorbers.
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Figure 5-9. The effect of thickness on the absorption of
Roxul RockBoard 40 64 kg/m3 (4 Ib/ft3) mineral wool
boards.1”

Natural fiber materials used in acoustical applications
include wood fibers and cotton fibers. Tectum, Inc.
manufactures a variety of ceiling and wall panels from
aspen wood fibers, which produces a durable acoustical
treatment. Absorption coefficients for some Tectum, Inc.
materials are shown in Fig. 5-11.18 There are also an
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Figure 5-10. The effect of density on the absorption of
Roxul RockBoard mineral wool boards of 5.1 cm (2 in)
thickness.”

increasing number of suppliers of natural cotton absorp-
tion panels. The absorption of natural cotton panels—so
far as they have been developed—appears to be compa-
rable to mineral fiber panels of similar density.
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Figure 5-11. The absorption of different thicknesses of
Tectum Wall Panels, Type A mounting.!8

Most fibrous absorbers will be covered with some
sort of acoustically transparent fabric finish that is both
decorative and practical. The fabric finish is decorative
because the natural yellow or green of the glass fiber and
mineral wool panels tends to be less than aesthetically
pleasing; the finish is practical because airborne fibers
from mineral fiber materials can be breathing irritants.

Perforated metal (with or without powder-coated finish)
and plastic coverings with a high percent of open area
(much higher than resonant perforated absorbers
discussed below) can also be used with fibrous
absorbers. Perforated coverings are typically employed
for decorative purposes, maintenance purposes, or to
protect the panels from high impacts, such as might
occur in a gymnasium. Foil and paper finishes are also
sometimes available as low-cost means of containing
fibers for glass fiber or mineral wool panels. Because of
reflections from the foil or paper, the high-frequency
absorption of the faced side of the absorber is signifi-
cantly lower than that of the unfaced side. (The thin foil
or paper used is sometimes referred to as a membrane.
This has led to confusion with resonant membrane, or
diaphragmatic absorbers. For clarity, foil or paper
facings as they are applied to fibrous absorber panels are
not resonant membranes in the strict sense, but do
provide some nominal increases in low-frequency
absorption when the foil or paper is exposed to the inci-
dent sound.)

To provide some impact resistance, as well as to
provide a surface conducive for some office applications
(such as for office partitions), a thin (usually 3 mm)
glass fiber board of high density (usually 160 to
290 kg/m? [10 to 18 1b/ft*]) can be applied over the face
of a fibrous absorber before the fabric finish is applied.
This is often referred to as a tackable surface finish since
it can readily accept push pins and thumbtacks.

In terms of installation ease, natural fibers hold some
promise since they will offer relief from the itch associ-
ated with the handling of mineral fiber boards. Natural
fiber products can also be installed without covering,
and Tectum, Inc. states that their wood fiber panels can
be repainted several times without significant degrada-
tion of acoustical performance.

5.2.2.2 Acoustical Foams

There are various types of reticulated open cell foams for
acoustical applications, Fig. 5-12. Closed cell foams also
find applications in acoustics, but largely as substrates
from which acoustical diffusers can be formed. The most
common foams used as open cell acoustical absorbers in
architectural applications are polyurethane (esters and
ethers) and melamine foams. Unlike fibrous boards,
foam panels are easy to cut and can be sculpted into
shapes and patterns. Besides the ubiquitous wedges and
pyramids, acoustical foams have been created with
various square, saw tooth, and even curved patterns
sculpted into the faces. While removing material gener-
ally serves to decrease absorption, creating more exposed
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surface area tends to increase it. Figs. 5-13 and 5-14
provide absorption coefficients for different patterns of
foam and different thicknesses of foam of the same
pattern, respectively, for acoustical foam panels available
from Auralex Acoustics, Inc.!?

Figure 5-12. Open cell polyurethane acoustical foam.
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Figure 5-13. The effect of shape on the absorption of
Auralex Acoustics polyurethane foam panels of 5.1 cm
(2 in) thickness, Type A mounting.?

In general, acoustical foams are of lower density than
fibrous materials; acoustical foam densities are generally
in the 8.0 to 40 kg/m3 (0.5 to 2.5 1b/ft®) range. This
means that mineral fiber panels tend to provide higher
absorption coefficients than foam panels of the same
thickness. However, acoustical foams can generally be
installed without any decorative covering, which can
make them more cost-effective—mineral fiber panels
tend to require a fabric finish, or some other cover to
contain airborne fibers. Melamine foams, such as the
acoustical products offered by Pinta Acoustic, Inc.
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Figure 5-14. The effect of thickness on the absorption of
Auralex Acoustics Studiofoam Wedges, Type A mounting.9

(formerly Illbruck) are white in color and have a higher
resistance to fire relative to polyurethane foams.
However, melamine foams generally have lower absorp-
tion coefficients (largely due to lower densities) and tend
to be less flexible, making them more prone to damage
than polyurethane foams. A sampling of the acoustical
performance of some melamine foam products available
from Pinta Acoustic, Inc. is provided in Fig. 5-15.20
Melamine foams may be painted (the manufacturer
should always be consulted about this), while polyure-
thane foams should generally not be painted. Because of
this, companies offering polyurethane foams generally
have a wider variety of colors available.
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Figure 5-15. The absorption of Pinta Acoustic melamine
foam panels of different thicknesses, Type A mountings.20
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5.2.2.3 Acoustical Tiles

Acoustical tiles have the highest density of the porous
absorbers. They are widely used for suspended (lay-in)
ceiling treatments. Years ago, it was common to see
30 cm x 30 cm (12 in x 12 in) tile mounted directly to a
hard plaster (Type A mounting). This is not a very effi-
cient way to use this type of absorber and is no longer
popular.

The standard sizes for acoustical tiles are 61 cm
square (24 in x 24 in) or 61 cm x 122 cm (24 in x 48 in)
and the Sabine absorption coefficients are usually given
for Type E400 mounting, which mimics a lay-in ceiling
with a 400 mm (16 in) air space. Fig. 5-16 shows the
average absorption coefficients of a sampling of 39
different acoustical tiles. The vertical lines at each
frequency point indicate the spread of the coefficients
for each frequency. It is interesting to note the wide vari-
ance possible with different types of tiles.

1.40

1.20

125 250500 1k 2k 4k  NRC
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Figure 5-16. The average Sabine absorption coefficients
(0sap) Of 39 acoustical ceiling tiles of varying thickness,
Type E400 mounting.

5.2.2.4 Spray and Trowel Applied Treatments

Some acoustical treatments can be applied by spray
and/or trowel. Many are applied, finished, and detailed
much like standard plaster—and are even paintable.
Special bonding chemicals and processes give these
types of materials their absorptive qualities. Some have a
gypsum base, which can provide a look similar to normal
plaster or gypsum wallboard walls. Acoustical plasters
tend to provide high frequency absorption, with poor low
frequency performance, especially when applied thinly
(<2.5 cm thickness). Acoustical plasters can be an

economical option when considering spaces that require
large areas of absorption—e.g., a gymnasium ceiling.
Some spray applied treatments can provide fireproofing,
as well as thermal insulation. They are also popular in
historical preservation applications, where the aesthetic
appearance of a surface cannot be altered, but the acous-
tics must be improved to provide better communications
in the space.

5.2.2.5 Carpet and Draperies

Carpet is a visual and comfort asset, and it is a porous
absorber of sound, although principally at upper audio
frequencies. Carpet is what the electrical engineer might
call a low-pass filter. Because it is a high-frequency
absorber, carpet should be used cautiously as a room
treatment. Carpet can make a well-balanced room bass
heavy because of its excessive high frequency absorp-
tion. The various types of carpet have different sound
absorption characteristics. In general, sound absorption
increases with pile weight and height; cut pile has greater
absorption than loop pile. Pad material has a significant
effect on the absorption of a carpet. Generally, the
heavier the carpet pad, the more absorption. Imperme-
able backing should be used with care as it dramatically
reduces the effect of the carpet pad and thereby reduces
absorption. Due to the limited thickness of carpet, even
the deepest possible pile (with the thickest possible pad)
will not absorb much low-frequency sound. Fig. 5-17
shows the absorption coefficient for a typical
medium-pile carpet, with and without a carpet pad.2!
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Figure 5-17. The absorption of loop pile tufted carpet
(0.7 kg/m2) with and without carpet pad (1.4 kg/m2), Type
A mounting.?!
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Figure 5-18. The effect of fullness on the absorption of cot-
ton cloth curtain material, 500 g/m2 (14.5 oz/yd?).22
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Figure 5-19. The effect of mounting over an air space on
the absorption of velvet cloth curtain material, 650 g/m?
(19 oz/yd?).22

Draperies are also porous absorbers of sound.
Included in the drapery category are drapes, curtains,
tapestries, and other fabric wall-hangings, decorative or
otherwise. Besides the type and thickness of material,
the percent fullness has an effect on how well draperies
absorb sound. (The percent fullness is a representation
of the amount of extra material in the drapery. For
example, 100% fullness would mean that a 3.0 m wide
curtain actually consists of a 6.0 m wide piece of mate-
rial. Similarly, 150% fullness would indicate that a 3.0 m
wide drape consists of a 7.5 m wide piece of material; a
6.0 m wide piece of material being used for an 2.4 m

wide drape, etc.) Fig. 5-18 shows the absorption coeffi-
cients for draperies with different percent fullness.??
While spacing draperies from the wall does increase
absorption slightly, it would not appear to be as signifi-
cant as percent fullness, as indicated by Fig. 5-19.22

5.2.3 Discrete Absorbers

Discrete absorbers can literally be anything. Even an
acoustical tile or foam panel is a discrete absorber. The
absorption per unit of a tile, panel, board, person, book-
shelf, equipment rack, etc., can always be determined. In
the context of acoustical treatments, there are two main
classes of discrete absorber that should never be ignored:
people and furnishings.

5.2.3.1 People and Seats

In many large spaces, people and the seats they sit in will
be the single largest acoustical treatment in the room.
Any acoustical analyses of sufficiently large spaces
should include people in the calculations. How the seats
behave acoustically when they are empty is another
important consideration. Empty wood chairs will not
absorb as much as the people sitting in them. A heavily
padded seat may absorb just as much sound as a seated
individual. A chair that folds up when not in use may
have a hard, plastic cover on the underside of the seat
that will reflect sound. Perforating the cover to allow
sound to pass in through the bottom of the chair when it
is folded up may be a worthwhile consideration for some
applications. For more information on the absorption of
people, seats, and audience areas in general, refer to
Section 7.3.4.4.4.

5.2.3.2 Acoustical Baffles and Banners

In very large rooms, such as domed stadiums, arenas,
gymnasiums, factories, and even some houses of
worship, absorbers need to be placed high on the ceiling
to reduce reverberant sound. Installing spray applied
acoustical treatments in such spaces is often uneconom-
ical because it would be too labor-intensive. To solve
this problem, prefabricated acoustical treatments that
hang from the ceiling are often used. Acoustical baffles
are typically 61 cm x 122 cm (24 in x 48 in)—or some
other relatively manageable size—and are often approx-
imately 3.8 cm (1.5 in) thick. The core material is often
a rigid or semi-rigid mineral fiber, such as glass fiber,
with a protective covering of polyester fabric, rip-stop
nylon, or PVC. Acoustical foam panels and other porous
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absorption panels are often available as baffles as well.
Absorption is reported as the number of sabins per
baffle. Acoustical baffles are often hung vertically
(perpendicular to the floor), but they can also be hung
horizontal, or even at an angle. The pattern of hanging
can have an effect on the overall performance of the
treatments. For example, some applications will benefit
more from baffles hung in two or more directions,
versus simply hanging all the baffles parallel to each
other in one direction. Hanging is often accomplished
via factory- or user-installed grommets or hooks.
Acoustical banners are simply scaled-up versions of
acoustical baffles. The core absorptive material is some-
times of a slightly lower density to facilitate installing
the banners so that they can be allowed to droop from a
high ceiling. Sizes for banners tend to be large:
1.2m x 15 m (4.0 ft x 50 ft) (larger sizes are not
uncommon).

5.2.3.3 Other Furnishings and Objects

Anyone who has moved into a new home has experi-
enced the absorptive power of furnishings. Rooms
simply do not sound the same when they aren’t filled
with chairs and bookshelves and end tables and
knick-knacks and so on. Even in the uncarpeted living
spaces in our homes, the addition of even a small number
of items can change the acoustical character of the room.
This concept was put to the test when a small room
with tile floor and gypsum wallboard walls and ceilings
was tested before and after the addition of two couches.
The couches in question were fabric—as opposed to
leather or leather substitute—and were placed roughly
where they eventually wound up staying even after
moving in the balance of the room’s furnishings. The
absorption—in sabins per couch—is shown in Fig. 5-20.
(Fig. 5-20 is for illustrative purposes only—i.e., the
absorption shown was not measured in a laboratory.)

5.2.4 Resonant Absorbers

In the most general sense, a resonant absorber employs
the resonant properties of a material or cavity to provide
absorption. Resonant absorbers are typically pressure
devices, contrasted with porous absorbers that are typi-
cally velocity devices. In other words, a porous absorber
placed at a point of maximum particle velocity of the
sound will provide maximum absorption. A resonant
absorber placed at a point of maximum particle pressure
will provide maximum absorption. This can become
important in applications where maximum
low-frequency performance is important. A broadband
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Figure 5-20. Absorption spectrum of a fabric-covered
couchina 5.6 mx4.7mx 23 mroom.

porous absorber spaced away from a surface will be the
most effective method of maximizing low-frequency
absorption. In contrast, a resonant absorber placed on or
at the surface will provide maximum low-frequency
absorption.

Resonant absorbers are often described as having
been tuned to address a specific frequency range. The
meaning of this will become clear below from the equa-
tions involved in determining a resonant absorber’s
frequency of resonance. It should be noted that many
versions of the equations for resonant frequency exist in
the literature. Not all of these have been presented accu-
rately and, unfortunately, some equation errors have
been perpetuated. Unfortunately, calculating the resonant
frequency of a resonant absorber is not straightforward.
Careful research and review were undertaken for the
sections below. Unless otherwise noted, the Cox and
D’ Antonio? method of utilizing the basic Helmholtz
equation as the starting point for resonance calculations
was implemented in the following sections.

5.2.4.1 Membrane Absorbers

Membrane absorbers—also called panel and diaphrag-
matic absorbers—utilize the resonant properties of a
membrane to absorb sound over a narrow frequency
range. Nonperforated, limp panels of wood, pressed
wood fibers, plastic, or other rigid or semi-rigid material
are typically employed when constructing a membrane
absorber. When mounted on a solid backing, but sepa-
rated from it by a constrained air space, the panel will
respond to incident sound waves by vibrating. This
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results in a flexing of the fibers, and a certain amount of
frictional loss results in absorption of some of the sound
energy. The mass of the panel and the springiness of the
air constitute a resonant system. In resonant systems,
peak absorption occurs at the resonance frequency (fy).
The approximate fj for a membrane absorber is given by
Eq. 7-65 in Section 7.3.4.4.2. It should be emphasized
that this equation yields an approximate result. Errors in
calculated versus measured f; as high as 10% have been
measured.2 Nonetheless, membrane absorbers have been
successfully used to control specific resonant modes in
small rooms. To control room modes, they must be
placed on the appropriate surfaces at points of maximum
modal pressure. (For a detailed discussion of room
modes see Chapter 6.2.) Adding porous absorption, such
as a mineral fiber panel (typically glass fiber or mineral
wool), to the cavity dampens the resonance and effec-
tively broadens the bandwidth or Q factor of the
absorber. If the Q factor is broadened, the absorber will
be somewhat effective, even if the desired frequency is
not precisely attained.

Additionally, care should be taken during design and
construction of membrane absorbers. Changes as small
as 1 to 2 mm to, for example, the cavity depth can alter
the performance significantly. Fig. 5-21 shows how the
calculated resonant frequency varies with air space for
various membranes. Other design tips can be found in
Section 7.3.4.4.2.

Since membrane absorbers require a high level of
precision to perform at the desired frequency, they are
often customized for a specific application. Mass
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Figure 5-21. Variation of f; versus depth of air space for
membrane absorbers consisting of common building
materials.

production is often uneconomical, although some
companies offer membrane absorbers, one of which is
the Modex Corner Bass Trap from RPG, Inc., with
absorption coefficients as shown in Figure 5-22.23
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Figure 5-22. The absorption of a commercial membrane
absorber, the Modex Corner Bass Trap from RPG, Inc.23

Since there have not been many mass-produced
membrane absorbers, there is far less empirical test data
available on membrane absorbers relative to porous
absorbers. Nonetheless, some formal testing of commer-
cially available membrane traps has been undertaken, for
example, by Noy et al.24 Results were mixed; some
membrane absorbers performed as designed, others
performed well (if not exactly how the designer
intended), and some did not work at all.

Putting theory into practice, Fig. 5-23 shows a pair of
small room response measurements before and after the
addition of a membrane absorber. Frequency is plotted
linearly on the x axis (horizontal) with the resonance
showing up at about 140 Hz. The y axis, going into the
page, is the time axis showing the decay of the room
coming towards the viewer. The time span on the y axis
was about 400 ms. A pair of membrane absorbers was
built with f; = 140 Hz. One was placed on the ceiling
and one on a side wall.

Membrane absorbers are often inadvertently built
into the structure of a room. Wall paneling, ceiling tiles,
windows, coverings for orchestra pits, and even
elements of furniture and millwork can all be membrane
absorbers; the only question is at what frequency they
resonate. Remember that everything in a room, including
the room itself, has some impact on the acoustics of the
room. One of the most common inadvertent membrane
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Figure 5-23. The effect of a membrane absorber in a small
room.

absorbers encountered in modern architecture is the
gypsum wallboard (GWB) (drywall or sheetrock) cavity.
Fortunately, the absorption of the GWB cavity can be
calculated, and the calculated results have been shown to
be in good agreement with laboratory measurements.25
Section 9.2.3.1 provides discussion and calculation
methods for GWB cavity absorption.

5.2.4.2 Helmholtz Resonators

The ubiquitous cola bottle may be the acoustician’s most
cherished conversation piece. Bottles and jugs are prob-
ably the most common everyday examples of what are
referred to in acoustics as Helmholtz resonators. As part
of his exhaustive and painstakingly detailed work in
hearing, sound, and acoustics, Hermann von Helmholtz
determined and documented the acoustical properties of
an enclosed volume with a relatively small aperture.26
Helmholtz resonators, as we now know them, have
specialized absorptive properties for acoustical applica-
tions. At the frequency of resonance, absorption is very

high. The frequency range of this absorption is very
narrow—only a few Hz wide, typically. When absorptive
material, such as loose mineral fiber, is used to partially
fill a Helmholtz resonator, the effective frequency range
is widened.

Eq. 7-69 in Section 7.3.4.4.3 can be used to calculate
fz for a Helmholtz resonator. Commercially, one of the
most common products utilizing Helmholtz resonator
theory is sound absorbing concrete masonry units
(CMU). For example, Fig. 5-24 provides the sound
absorption data for SoundBlox products available from
Proudfoot.?’
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Figure 5-24. The absorption of absorbent concrete blocks
from Proudfoot, Inc. Type RSC SoundBlox, utilizing Helm-
holtz resonance effects.2”

5.2.4.3 Perforated Membrane Absorbers

Membrane absorbers and Helmholtz resonators are
dependent on the size of the air space or cavity they
contain. Turning the former into the latter can be accom-
plished by cutting or drilling openings in the face of the
membrane. The tuned cavity of a membrane absorber
then becomes the cavity of a Helmholtz resonator. When
round holes are used for the openings in the face, a perfo-
rated absorber is created. To calculate the f; for a perfo-
rated membrane absorber, first the effective thickness
must be calculated. For perforated panels of having holes
of diameter d and regular hole spacing S (center-to-center
distance between holes), Eq. 5-2 yields the fraction of
open area, €

(5-2)
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To calculate the effective thickness for a perforated
absorber, a correction factor, 0, is required. This factor is
often approximated to 0.85, but can be calculated for low
values of ¢ (typically <0.16) using
§ = 0.8(1-1.4./8) (5-3)

Next, the effective panel thickness ' for a panel of
thickness ¢ is calculated from Eq 5-3 using &

t'=t+3d (5-4)
Finally, f, for a panel over an air space of depth D is
found with

C €

fr = b D (5-5)

Care should be taken to be consistent with units. For
example, if inches are used to calculate g, etc., ¢ (the
speed of sound) should be in inches per second.

The f; of perforated absorbers is generally adjusted
by changing €. Increasing € (larger holes, smaller
spacing, or both), decreasing D, or using thinner panels
will all increase the f. The f; can be lowered by
decreasing g, by increasing D, or by using thicker panels.
The f;, from Eq. 5-5 is not exact, but is close enough for
use in the design stage. The air space is often partially or
completely filled with porous absorption. The only
drawback to this is that absorptive material in contact
with the perforated panel can reduce the absorber’s
effectiveness.

One of the more obvious perforated membranes that
can be used is common pegboard. Standard pegboard
tends to create an absorber with an f; in the 250-500 Hz
range, as shown in Fig. 5-25.18 Since perforated
absorbers are often considered for low frequency
control, it is not uncommon to fabricate customized
perforated boards. For example, a hardboard membrane
with d = 6.4 mm (% in), S= 102 mm (4 in), = 3.2 mm
(Y8 in), and D =51 mm (2 in), a perforated absorber
tuned to roughly 125 to 150 Hz can be created. The
absorption coefficients of such an absorber with
96 kg/m? (6.0 1b/ft3) of glass fiber filling the air space are
shown in Fig. 5-26.

Microperforated materials are one of the most recent
developments in the area of acoustical treatments.
Extremely thin materials with tiny perforations
(<<1 mm) are stretched over an air space and absorption
occurs by means of boundary layer effects.2 Because
they are so thin, microperforated absorbers can be fabri-
cated from visually transparent material. RPG offers the
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Figure 5-25. The effect of pegboard facing on the absorp-
tion of different thicknesses of Owens Corning 703 glass
fiber boards, Type A mounting.'8
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Figure 5-26. The absorption of a perforated membrane
absorber “tuned” to 125-150 Hz, Type A mounting, cavity
filled with 96 kg/m3 (6 Ib/ft3) glass fiber.

ClearSorber, which can be installed by stretching it over
glass without significantly altering the light throughput.
The absorption coefficients, dependent on the depth of
air space between the microperforated foil and the glass,
are shown in Fig. 5-27.28

5.2.4.4 Slat Absorbers

Helmbholtz resonators can also be constructed by using
spaced slats over an air space (with or without absorptive
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Figure 5-27. The effect of depth of air space on the absorp-
tion of a 105 um thick microperforated absorber, the RPG
ClearSorber Foil from RPG, Inc.28

fill). The air mass in the slots between the slats reacts
with the springiness of the air in the cavity to form a
resonant system, much like that of the perforated panel
type. In fact, Eq. 5-5 is again used to calculate the f; for a
slat absorber, but with the following equations for €, 9J,
and "

p
= 5-6
¢ wtr (>-6)
S = flln[sin (lnsﬂ -7
T 2
t" = t+208r (5-8)
where,

r is the slot width,
w is the slat width.

While § is often approximated to a value near 0.6, it
is not difficult to calculate. As with perforated absorbers,
the above will yield approximate results for the f; of a
slat absorber, which will be fine for most design
applications.

In a practical sense, the absorption curve can be
broadened by using a variable depth for the air space.
Another approach is using slots of different widths. In
the structure of Fig. 5-28, both variable air space depth
and variable slot width could be used. Porous absorptive
fill is shown at the back of the cavity, removed from the
slats. This gives a sharper absorption than if the absor-
bent is in contact with the slats. It should be noted that,

all other factors remaining the same, randomly placed
slats (yielding randomly sized slots) will lower the
overall absorption, while bandwidth is increased.?
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Figure 5-28. A slat absorber with varying depth to widen
the effective frequency range of absorption.

5.2.5 Bass Traps

Bass trap lore pervades the professional audio industry,
particular in the recording industry. Literature on the
subject, however, is scarce. The term has become a
catchphrase often used by acoustical product manufac-
turers to include a large variety of acoustical products,
often including what are simply broadband absorbers.
Very few bass traps are actually effective at absorbing
bass. It is simply quite difficult to absorb sounds with
wavelengths at or approaching 56 ft (17 m). To most
effectively absorb a given frequency at any angle of inci-
dence, including normal incidence the absorbing material
should be at least /10 and, ideally, % of the wavelength of
the lowest frequency of interest. For 20 Hz, this means a
depth between 1.7 m (minimum) and 4.3 m (ideal)! It is
relatively rare to find someone who is willing to build a
device that large to trap bass. This may be necessary in
the design of very large rooms, like concert halls, but it is
probably more interesting to ask what crime has the
20 Hz committed that it needs to be trapped? As we shall
see in the next chapter, the low end performance of small
rooms can be reliably predicted from a study of the distri-
bution of room modes. If the modes are distributed prop-
erly, trapping may not be needed. On the other hand,
imagine that the modes are not distributed properly and
the goal is to fix a problem room. If there is enough space
to build a bass trap that is large enough to have an impact
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on wavelengths that large, most likely one could move a
wall, improving, if not optimizing, the modal distribution
and obviating the need for trapping.

Nonetheless, the preceding sections have provided
many examples of products that could be designed to
trap bass without taking up much space. Additionally,
there are good broadband absorbers on the market that
extend down into the low-frequency region. The prac-
tical limits of size and mounting usually lead to a natural
cutoff between 50 and 100 Hz for many broadband
absorbers. These products exhibit performance that is
highly dependent on placement, especially in small
rooms.

5.2.6 Applications of Absorption

In large rooms (see Chapter 6 for the definition of large
vs small rooms) where there is a statistically reverberant
sound field, absorption can be used to actually modify
the reverberant field, and the results are predictable and
fairly straightforward. The whole concept of reverbera-
tion time (RT—discussed in detail in Chapter 6) is a
statistical one that is based on the assumption of uniform
distribution of energy in the room and complete random-
ness in the direction of sound propagation. In large
rooms, both conditions can prevail.

In small rooms—particularly at low frequen-
cies—the direction of propagation is by no means
random. Because of this, the propriety of applying the
common RT equations to small rooms is questioned. For
small rooms (nonreverberant spaces), absorption is
useful for control of discrete reflections from surfaces
located in the near field of the source and listener. In
rooms the size of the average recording studio or home
theater, a true reverberant field cannot be found. In such
small rooms, the common RT equations cannot be used
reliably. Further, predicting or trying to measure RT in
small spaces where a reverberant field cannot be
supported is typically less useful relative to other anal-
ysis techniques. The results of RT measurements in
small rooms will neither show RT in the true sense, nor
will they reveal much of value regarding the behavior of
sound in a small room relative to the time domain. Typi-
cally, it is more useful to examine the behavior of sound
in the time domain in more detail in small rooms. Deter-
mining the presence of reflections (wanted or unwanted),
the amplitude of those reflections, and their direction of
arrival at listening positions is typically a better
approach. For low frequencies, Chapter 5 provides some
small room analysis techniques that are more beneficial
than the measurement of RT.

5.2.6.1 Use of Absorption in Reverberant Spaces

In large rooms, the common RT equations can be used
with reasonable confidence. When absorptive treatment
is not uniformly distributed throughout the space, the
Sabine formula is typically avoided in lieu of other
formulas. RT is covered in detail in Chapter 6.

In reverberant spaces, the selection of absorbers can
be based on the absorption data collected in accordance
with ASTM (423, as described in Section 5.2.1.1. Care
should be taken, however, to somehow account for
effects not directly evident from laboratory measure-
ment methods. As one example, consider a
fabric-wrapped, mineral fiber panel that is tested in a
Type A mounting configuration. The test specimen is
placed in the reverberation chamber directly against a
hard (typically solid concrete) surface, often the floor.
The absorption coefficients then represent only the
absorption provided by the panels. In practice, panels
such as these might be directly applied to a GWB
surface having absorption characteristics of its own that
are significantly different than the solid concrete floor of
a reverberation chamber! Applying an absorptive panel
to a GWB wall or ceiling not only changes the acous-
tical behavior of the GWB surface (by changing the
mass), but the panel itself will not absorb as measured in
the lab, because of the mounting, the size of the room
relative to the laboratory test chamber, the proportion of
absorptive material relative to the total surface area of
the room, etc. This is one example of why the predictive
modeling for the acoustics of large spaces can be—like
many aspects of acoustics—as much art as science. All
acousticians are likely to have methods they use to
account for idiosyncrasies that can neither be measured
in a laboratory, nor modeled by a computer.

In addition, it is generally agreed among acousticians
that reverberation time is no longer considered the
single most important parameter in music hall and large
auditorium acoustics. Reverberation time is understood
to be one of several important criteria of acoustical
quality of such halls. Equal or greater stress is now
placed on, for example, the ratio of early arriving energy
to total sound energy, the presence of lateral reflections,
the timing of the arrival of various groups of reflections,
and other parameters discussed in detail in Chapter 6.

5.2.6.2 Use of Absorption in Nonreverberant Spaces

In rooms where there is not enough volume or a long
enough mean free path to allow a statistical reverberant
field to develop, one must view the use of absorption in a
somewhat different manner. As alluded to previously, the
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common RT equations will not work satisfactorily in
these spaces.

Absorption is often used in small rooms to control
discrete reflections or to change the way the room feels.
Contrary to popular belief, the impression of liveness or
deadness is not based on the length of the reverberation
time. Rather, it is based on the ratio of direct to reflected
sound and on the timing of the early reflected sound
field, especially in the first 20 ms or so. Adjusting the
acoustics of nonreverberant spaces (sometimes referred
to as tuning the room) involves manipulating discrete
reflections.

To determine the suitability of a particular absorber,
the acoustician needs a direct measurement of the
reflected energy off of the product. In small
rooms—where a significant portion of the spectrum is
below f; (see Chapter 6)—field measurement of absorp-
tion, such as the techniques and methods presented in
Section 5.2.1.3, might be more appropriate in deter-
mining the applicability of a particular absorber to a
small room application.

5.2.7 Subjective Impact of Absorption

Sometimes it is useful to consider the extremes. It is
interesting to note that rooms with no absorption and
rooms with total absorption represent the most acousti-
cally hostile spaces imaginable. At one extreme, there is
the absorption-free space, also known as the reverbera-
tion chamber. A good real-world example of this is a
racquetball court. As anyone who has played racquetball
can readily attest to, racquetball courts are not acousti-
cally friendly! At the other extreme is the anechoic
chamber. This is a room that is totally absorptive and
totally quiet. Since an anechoic chamber has no reflected
sound and is isolated from sounds from the outside, a
good real-world example of this is the desert. Standing in
a part of the desert free of reflective surfaces, such as
buildings and mountains, located many kilometers from
any noise sources, such as highways and people, at a
time when there is no wind, the complete lack of sound
would be comparable to what one would experience in
an anechoic chamber. It is difficult to describe just how
disorienting spending time in either of these chambers
can be. Neither the reverberation chamber nor the
anechoic chamber is a place where a musician would
want to spend much time, let alone perform!

The use of absorption has a powerful impact on the
subjective performance of a room. If too much absorp-
tion is used, the room will feel too dead—i.e., too much
like an anechoic chamber. If too little absorption is used,

the room will feel uncomfortably live—i.e., too much
like a reverberation chamber. Additionally, the absorp-
tion of any material or device is frequency-dependent;
absorbers act like filters to the reflected sound. Some
energy is turned into heat, but other frequencies are
reflected back into the room. Choosing an absorber that
has a particularly nonlinear response can result in rooms
that just plain sound strange.

More often than not, the best approach is a combina-
tion of absorbers. For example, large spaces that already
have the seats, people, and carpet as absorbers may
benefit from a combination of membrane absorbers and
porous absorbers. In a small room, some porous
absorbers mixed with some Helmholtz resonators might
provide the best sound for the room. Both of these are
examples of the artistic (the aural aesthetic) being
equally applied with the science (the acoustic physics).

Experience is important when considering the appli-
cation of absorption and—more importantly—when
considering what a particular application will sound like.
The savvy acoustician will realize the aural differences
between a small room treated with 5.1 cm (2 in) acous-
tical foam and a room treated with 2.5 cm (1 in) glass
fiber panels. On paper, these materials are quite similar
(compare Figs. 5-6 and 5-14). However, the knowledge
that a room treated with 9.3 m2 (100 ft2) of foam gener-
ally sounds darker than a room treated with the same
area of 96 kg/m? fabric-wrapped, glass fiber boards
comes only with experience. Likewise, the knowledge
that a room treated with a slotted concrete block wall
will sound much different than the same room with a
GWB wall that is treated with several well-placed perfo-
rated absorbers (even though RT predictions for each
scenario come out to be approximately the same) comes
only with experience.

5.2.8 Absorption and Absorption Coefficients of
Common Building Materials and Absorbers

Table 5-3 gives the absorption coefficients of various
popular building materials.

5.3 Acoustical Diffusion

Compared to acoustical absorption, the science of acous-
tical diffusion is relatively new. The oft-cited starting
point for much of the science of modern diffusion is the
work of Manfred Schroeder. In fact, acoustically diffu-
sive treatments that are designed using one of the various
numerical methods that will be discussed below are often
referred to generically as Schroeder diffusers. In the most
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Table 5-3. Absorption Data for Common Building Materials and Acoustical Treatments (All Materials Type A

Mounting Unless Noted Otherwise)

Material

125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz Source

Walls & Ceilings

Brick, unpainted 0.03 0.03 0.03 0.04 0.05 0.07  Ref. 21
Brick, painted 0.01 0.01 0.02 0.02 0.02 0.03  Ref. 21
Concrete block, unpainted 0.36 0.44 0.31 0.29 0.39 0.25  Ref. 21
Concrete block, painted 0.10 0.05 0.06 0.07 0.09 0.08  Ref. 21
One layer 13 mm (%2") GWB, Mounted on each side of 90 mm (3.5") 026  0.10  0.05 0.07 0.04 0.05  Ref. 25
metal studs. No cavity insulation
Two layers 13 mm (%4") GWB. Mounted on each side of 90 mm (3.5") 0.15  0.08  0.06 0.07 0.07 0.05 Ref. 25
metal studs. No cavity insulation
One layer 13 mm (%2") GWB. Mounted on each side of 90 mm (3.5") 0.14 006  0.09 0.09 0.06 0.05  Ref. 25
metal studs. With glass fiber cavity insulation
One layer 13 mm (%4") GWB. Mounted on one side of 90 mm (3.5") 0.12  0.10  0.05 0.05 0.04 0.05 Ref. 25
metal studs. With or without cavity insulation
Plaster over tile or brick, smooth finish 0.01 0.02 0.02 0.03 0.04 0.05 Ref 21
Plaster on lath, rough finish 0.14 0.10 0.06 0.05 0.04 0.03  Ref. 21
Plaster on lath, smooth finish 0.14 0.10 0.06 0.04 0.04 0.03  Ref. 21
Floors
Heavy carpet without pad 0.02 0.06 0.14 0.37 0.60 0.65  Ref. 21
Heavy carpet with pad 0.08 0.24 0.57 0.69 0.71 0.73  Ref. 21
Concrete or terrazzo 0.01 0.01 0.02 0.02 0.02 0.02  Ref. 21
Linoleum, rubber, cork tile on concrete 0.02 0.03 0.03 0.03 0.03 0.02 Ref. 21
Parquet over concrete 0.04 0.04 0.07 0.06 0.06 0.07  Ref. 21
Marble or glazed tile 0.01 0.01 0.01 0.01 0.02 0.02  Ref. 21
Other
Ordinary window glass 0.35 0.25 0.18 0.12 0.07 0.04  Ref. 21
Double glazing (1.4—1.6 cm thick) 0.10 0.07 0.05 0.03 0.02 0.02  Ref.2
Water surface 0.01 0.01 0.01 0.02 0.02 0.03  Ref. 21
Acoustical Treatments Fig.
2.5 cm (1”) Owens Corning 701 4-4 0.17 0.33 0.64 0.83 0.90 0.92  Ref. 15
2.5 c¢m (1") Owens Corning 703 4-4,4-6  0.11 0.28 0.68 0.90 0.93 0.96  Ref. 15
2.5 ¢cm (1") Owens Corning 705 4-4 0.02 0.27 0.63 0.85 0.93 0.95 Ref. 15
10.2 ¢cm (4") Owens Corning 701 4-5 0.73 1.29 1.22 1.06 1.00 097 Ref. 15
10.2 cm (4") Owens Corning 703 4-5,4-6  0.84 1.24 1.24 1.08 1.00 0.97  Ref. 15
10.2 cm (4”) Owens Corning 705 4-5 0.75 1.19 1.17 1.05 0.97 0.98  Ref. 15
5.1 cm (2”) Owens Corning 703 4-6 0.17  0.86 1.14 1.07 1.02 0.98  Ref. 15
7.6 cm (3") Owens Corning 703 4-6 0.53 1.19 1.21 1.08 1.01 1.04  Ref. 15
12.7 ¢cm (5") Owens Corning 703 4-6 0.95 1.16 1.12 1.03 1.04 1.06  Ref. 15
15.2 ¢cm (6") Owens Corning 703 4-6 1.09 1.15 1.13 1.05 1.04 1.04  Ref. 15
2.5 cm (1") Owens Corning. Linear Glass Cloth Board. No 4-7 0.05 0.22 0.60 0.92 0.98 0.95 Ref. 15
airspace
2.5 c¢m (1") Owens Corning. Linear Glass Cloth Board. 4-7 0.04 0.26 0.78 1.01 1.02 0.98  Ref. 15
2.5 cm (1") airspace
2.5 ¢cm (1”) Owens Corning. Linear Glass Cloth Board. 4-7 0.17 0.40 0.94 1.05 0.97 0.99  Ref. 15
5.1 cm (2") airspace
2.5 cm (1”) Owens Corning. Linear Glass Cloth Board. 4-7 0.19 0.83 1.03 1.04 0.92 1.00  Ref. 15
7.6 cm (3") airspace
2.5 ¢cm (1") Owens Corning. Linear Glass Cloth Board. 4-7 0.41 0.73 1.02 0.98 0.94 0.97 Ref. 15

12.7 cm (5") airspace
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Table 5-3. Absorption Data for Common Building Materials and Acoustical Treatments (All Materials Type A

Mounting Unless Noted Otherwise) (Continued)

2.5 cm (1”) Roxul RockBoard 40 4-9 0.07 0.32 0.77 1.04 1.05 1.05 Ref. 17
3.8 cm (1%4") Roxul RockBoard 40 4-9 0.18 0.48 0.96 1.09 1.05 1.05  Ref. 17
5.1 cm (2") Roxul RockBoard 40 4-9,4-10 0.26 0.68 1.12 1.10 1.03 1.04 Ref. 17
Material Fig. 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz Source
7.6 cm (3") Roxul RockBoard 40 4-9 0.63 095 1.14 1.01 1.03 1.04  Ref 17
10.2 cm (4") Roxul RockBoard 40 4-9 1.03 1.07 1.12 1.04 1.07 1.08  Ref. 17
5.1 cm (2") Roxul RockBoard 35 4-10 0.26 0.68 1.14 1.13 1.06 1.07  Ref. 17
5.1 cm (2") Roxul RockBoard 60 4-10 0.32 0.81 1.06 1.02 0.99 1.04  Ref. 17
5.1 cm (2") Roxul RockBoard 80 4-10 0.43 0.78 0.90 0.97 0.97 1.00  Ref. 17
2.5 cm (1) Tectum Wall Panel 4-11 0.06 0.13 0.24 0.45 0.82 0.64  Ref. 18
3.8 cm (1%") Tectum Wall Panel 4-11 0.07 0.22 0.48 0.82 0.64 0.96  Ref. 18
5.1 cm (2") Tectum Wall Panel 4-11 0.15 0.26 0.62 0.94 0.62 0.92  Ref. 18
5.1 cm (2") Auralex Studiofoam Wedge 4-13,4-14 0.11 0.30 091 1.05 0.99 1.00  Ref. 19
5.1 cm (2") Auralex Studiofoam Pyramid 4-13 0.13 0.18 0.57 0.96 1.03 0.98  Ref. 19
5.1 cm (2") Auralex Studiofoam Metro 4-13 0.13 0.23 0.68 0.93 0.91 0.89  Ref. 19
5.1 cm (2") Auralex Sonomatt 4-13 0.13 027 062 0.92 1.02 1.02  Ref 19
5.1 cm (2") Auralex Sonoflat 4-13 0.16 046  0.99 1.12 1.14 1.13  Ref 19
5.1 cm (1") Auralex Studiofoam Wedge 4-14 0.10 0.13 0.30 0.68 0.94 1.00  Ref. 19
5.1 cm (3") Auralex Studiofoam Wedge 4-14 0.23 0.49 1.06 1.04 0.96 1.05 Ref. 19
5.1 cm (4") Auralex Studiofoam Wedge 4-14 0.31 0.85 1.25 1.14 1.06 1.09  Ref. 19
2.5 cm (1") SONEXmini 4-15 0.11 0.17 0.40 0.72 0.79 091  Ref. 20
3.8 cm (1%") SONEXmini 4-15 0.14 0.21 0.61 0.80 0.89 0.92  Ref. 20
5.1 cm (2") SONEXclassic 4-15 0.05 0.31 0.81 1.01 0.99 0.95  Ref. 20
7.6 cm (3") SONEXone 4-15 0.09 0.68 1.20 1.18 1.12 1.05 Ref. 20
Pegboard with 6.4 mm (%4") holes on 2.5 cm (1”) centers 4-25 008 032 113 0.76 0.34 0.12  Ref. 15
over 2.5 cm (1") thick Owens-Corning 703
Pegboard with 6.4 mm (%4") holes on 2.5 cm (1”) centers 4-25 026  0.97 1.12 0.66 0.34 0.14  Ref. 15
over 5.1 cm (2") thick Owens-Corning 703
Pegboard with 6.4 mm (%4") holes on 2.5 cm (1") centers 4-25 0.49 1.26 1.00 0.69 0.37 0.15  Ref. 15
over 7.6 cm (3") thick Owens-Corning 703
Pegboard with 6.4 mm (%") holes on 2.5 cm (1" centers 4-25 0.80  1.19 1.00 0.71 0.38 0.13  Ref. 15
over 10.2 cm (4") thick Owens-Corning 703
Pegboard with 6.4 mm (%4") holes on 2.5 cm (1") centers 4-25 0.98 1.10  0.99 0.71 0.40 0.20  Ref. 15
over 12.7 cm (5") thick Owens-Corning 703
Pegboard with 6.4 mm (%4") holes on 2.5 cm (1”) centers 4-25 0.95 1.04  0.98 0.69 0.36 0.18 Ref. 15

over 15.2 cm (6") thick Owens-Corning 703

basic sense, diffusion can be thought of as a special form
of reflection. Materials that have surface irregularities on
the order of the wavelengths of the impinging sound
waves will exhibit diffusive properties. Ideally, a diffuser
will redirect the incident acoustical energy equally in all
directions and over a wide range of frequencies.
However, it is often impractical to construct a device that
can diffuse effectively over the entire audible frequency
range. Most acoustical diffuser products are designed to
work well over a specific range of frequencies, typically
between 2 and 4 octaves above roughly 500 Hz. Of
course, just as with absorbers, one must be concerned
with the performance of a diffuser.

5.3.1 Diffuser Testing: Diffusion, Scattering, and
Coefficients

The performance of a diffuser can be expressed as the
amount of diffusion and as the amount of scattering
provided by a surface. While there is still some disagree-
ment as to diffusion nomenclature, Cox and D’ Antonio
have attempted to establish a distinction between diffu-
sion and scattering, particularly as it relates to the coeffi-
cients that are used to quantify diffuser performance.? In
general, diffusion and the diffusion coefficients relate to
the uniformity of the diffuse sound field created by a
diffuser. This is most easily explained by looking at polar
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plots of the diffuse sound field from a diffuser. The less
lobing there is in a diffusion polar plot, the more diffu-
sion and the higher the diffusion coefficients.

Scattering and the scattering coefficients relate to the
amount of energy that is not reflected in a specular
manner. The term specular here denotes the direction of
reflection one would expect if the sound were reflecting
off a hard flat surface. For example, most high frequency
sounds reflect from a hard flat surface at the same angle
as the incident sound, Fig. 5-1. This is referred to as
specular reflection by Cox and D’Antonio. The more
sound that is reflected in a nonspecular manner, the
higher the scattering. Therefore, a simple angled wall
can provide high scattering but low diffusion, since the
reflected sound will still form a lobe, but not in a spec-
ular direction. It should be noted that a significant
amount of absorption makes it difficult to measure scat-
tering. This makes sense since an absorber does not
allow for a high level of specular reflection; absorption
can be mistaken for scattering.

The standardized methods for measuring diffusion
and scattering coefficients are AES-4id-2001 and ISO
15664, respectively.30-31 The AES method provides
guidelines for measuring the performance of diffusive
surfaces and reporting the diffusion coefficients. These
guidelines will allow diffusers of different designs to be
objectively compared. The results cannot, however, be
incorporated into acoustical modeling programs. For
that, the scattering coefficients must be used when
measured in accordance with the ISO method.

Both the AES and ISO methods are relatively new;
the AES method was formalized in 2001 and the ISO
method was published in 2003. Because of this, none of
the independent acoustical test laboratories in North
America are equipped to perform the AES diffusion test
and, as of this writing, only one laboratory in North
America is equipped to perform the ISO scattering test.
Because of this, diffusion and scattering coefficients for
surfaces and treatments (diffusers or otherwise) are diffi-
cult to find. Indeed, because so little testing is being
performed on diffusers, there is some degree of confu-
sion in the industry as to what diffusion and scattering
coefficients actually mean in subjective terms. For
example, what does a diffusion (or scattering) coefficient
0f 0.84 at 2500 Hz sound like? There is no denying that
the information is useful and that objective quantifica-
tion of diffusers is necessary. However, comparing diffu-
sion or scattering coefficients for different materials
would be a theoretical exercise at best. The process is
further complicated by the fact that commercial diffusers
vary dramatically in shape and style; each manufacturer

claims some degree of superiority because of some
unique application of some innovative mathematics.

Nonetheless, there are diffusion and scattering coeffi-
cients available in the literature (Cox and D’Antonio
offer a significant amount of laboratory measured diffu-
sion and scattering coefficients?), and some manufac-
turers have begun pursuing independent tests of their
diffusive offerings. Fig. 5-29 pictures examples of
various commercial diffusers. The next few decades will
be a very exciting time for diffusion, particularly if more
independent acoustical laboratories begin to offer AES
and/or ISO testing services.

Figure 5-29. Various commercial diffusers.

5.3.2 Mathematical (Numerical) Diffusers

The quadratic residue diffuser (QRD) is one form of a
family of diffusers known as reflection phase gratings, or
more generally, mathematical or numerical diffusers.
Numerical diffusers, such as the QRD, are based on the
pioneering work of Manfred Schroeder.32 Numerical
diffusers consist of a periodic series of slots or wells of
equal width, with the depth determined by a number
theory sequence. The depth sequence is developed via
Eq. 5-9

well depth factor = n?mod p (5-9)
where,

p 1s a prime number,

n is an integer > 0.

The “mod” in Eq. 5-9 refers to modulo, which is a
number theory mathematical process whereby the first
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number, in this case the square of #, is divided by the
second number, in this case p, and the remainder is equal
to the well depth factor. For example, if n=5and p =7,
Eq. 5-9 becomes

Well depth factor = 25mod 7

25 divided by 7 = 3 with a remainder of 4.
Therefore:

25mod 7
=4

Well depth factor

In a similar manner, the well depth factors for all the
other wells are obtained, as shown in Fig. 5-30. Two
complete periods—plus an extra well added to maintain
symmetry—are shown in Fig. 5-30 for a p =7 QRD.
Usually the wells are separated by thin, rigid separators
(but not always). An important feature of QRD is
symmetry. This allows them to be manufactured and
utilized in multiple modular forms.

D’Antonio and Konnert have outlined the theory and
application of reflection phase-grating diffusers.3? The
maximum frequency for effective diffusion is deter-
mined by the width of the wells; the minimum frequency
for effective diffusion is determined by the depth of the
well. Commercial diffusers built on these principles are
available from a variety of manufacturers. RPG, Inc. and
its founder, Dr. Peter D’ Antonio, have done pioneering
work in the area of diffusion, particularly with respect to
Schroeder diffusion and, more recently, with
state-of-the-art diffusive surfaces that are customized for
an application through the use of special computer
models and algorithms.

Numerical diffusers such as QRDs can be 1D or 2D
in terms of the diffused sound pattern. QRDs consisting
of a series of vertical or horizontal wells will diffuse
sound in the horizontal or vertical directions, respec-
tively. In other words, if the wells run in the ceiling-floor
direction, diffusion will occur laterally, from side to side,
and the resulting diffusion pattern would resemble a
cylinder. (Incident sound parallel to the wells will be
reflected more than diffused.) More complex numerical
diffusers employ sequences of wells—often elevated
blocks or square-shaped depressions—that vary in depth
(or height) both horizontally and vertically. Incident
sound striking these devices will be diffused in a spher-
ical pattern.

5.3.3 Random Diffusion

Besides numerical diffusers, diffusion can also result
from the randomization of a surface. In theory, these
surfaces cannot provide ideal diffusion. However,
listening to the results after treating the surfaces of a
room with random diffusers would indicate that, subjec-
tively, they perform quite well. Since any randomization
of a surface breaks up specular reflection to some degree,
this is not unexpected. The only limitation will be the
frequency range of significant diffusion. The rules for
well width and depth discussed previously would still
apply, albeit in a general sense since the diffusers will not
have been designed using a formal number theory algo-
rithm. The benefit of random diffusion is that everyday
materials and objects can provide significant diffusion.
For example, bookshelves, media storage shelves, deco-
rative trim or plasterwork, furnishings, fixtures, and other
decorations can all provide some diffusion. This can be

Well separators

‘Well depth factor = n* mod p

n|0|t|2|3|4|5
n 0 1 4 9

n?mod p
p=7)
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"
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Extra well added to /
maintain symmetry

Figure 5-30. A profile of two periods (with one extra well to maintain symmetry) of a QRD of prime number p = 7.



120 Chapter 5

particularly helpful when budget is a concern since diffu-
sive treatments tend to cost twice to ten times more than
absorptive treatments on a per square foot basis.

5.3.4 Applications of Diffusion

Like absorption, major differences in the size of the
space being treated need to be considered when applying
diffusion principles. Diffusion tends to provide the most
per-dollar-spent benefit in large spaces. Diffusion tends
to happen in the far field. In the near field of a diffuser,
the scattering effects are typically less pronounced and
can actually be less subjectively pleasing than a flat
reflective surface in some applications.

For large spaces, diffusion is often employed on the
ceiling or rear wall of a space. This provides distribution
of the sound energy in the room that envelops a listener.
There will be a noticeable (and measurable) reduction in
RT, but the reduction is not nearly as severe as it would
be with a similar area of absorptive treatment in the
same space. Additionally, a typical listener tends not to
notice that RT has been reduced, but rather that the
decay has been smoothed out, intelligibility has
improved, and the room generally sounds better after
diffusion has been appropriately applied.

For small spaces, the decision to use diffusion is
more challenging. D’ Antonio and Cox suggest that the
full benefit of diffusers is realized when the listener is a
minimum working distance of about 3 m (10 ft) away
from the diffusive surface.34 This tends to be a good
rule-of-thumb from which to start. This rule provides
something of a size threshold that must be exceeded to
get the most value from the application of diffusers.
When small rooms are being treated, it is not uncommon
to be able to get far more value from absorption relative
to the same area of diffusion.

The most common applications of diffusion in small
rooms, such as recording studios and residential theaters
or listening rooms, is (like larger spaces) on the rear wall
and ceiling. The application of diffusion to the rear wall
was particularly popular in the heyday of Live End/Dead
End (LEDE) recording studio design. While LEDE is
still a popular approach, it has been replaced with the
more general reflection-free zone (RFZ) approach to
control room design. Regardless of the design method,
diffusion can be useful for removing reflective artifacts
from a small room without making the room too dead. It
can also be used to great effect, for example, on the
ceiling of a home theater. A diffusive, rather than
absorptive, ceiling can sometimes provide a better feel
to a home theater, regardless of the ceiling height.

5.4 Reflection and Other Forms of Sound
Redirection

In addition to diffusion, sound can be redirected by
controlled reflection, diffraction, or refraction. Diffrac-
tion takes place when sound bends around an object,
such as when a passing train is audible behind a wall.
The low frequencies from the train rumble have large
wavelengths relative to the height of the wall, allowing
them to bend over the top of it. This can come into play
indoors when sound bends around office partitions,
podiums, or other common obstacles.

Refraction is the only form of acoustic redirection
that does not involve some sort of object. Acoustic
refraction is the bending of a sound wave caused by
changes in the velocity of sound through a medium.
Refraction is often thought of as an optical phenomenon;
however, acoustic refraction occurs when there are
temperature gradients in a room. Because the speed of
sound is dependent on the temperature of the air, when
an acoustic wave passes through a temperature gradient,
it will bend toward the cooler air. This can occur indoors
in large rooms when cooler air from air-conditioning
vents located on the ceiling blows into a room with
warmer air below; the sound will bend upwards until the
temperature reaches equilibrium. Even in recording
studios, a heating vent blowing warm air over one loud-
speaker in a stereo pair can skew the sound towards the
other loudspeaker and wreak havoc on the stereo image!

Finally, everything in the room, including the room
itself, reflects sound in some way, even the absorbers.
One could look at an absorber as an inefficient reflector.
When an item is small with respect to the wavelength of
sound impinging upon it, it will have little effect on that
sound. A foot stool placed in front of a woofer will have
little effect on the 1.7 m wavelength of 200 Hz, the
4.4 m wavelength of 100 Hz, or the 6.9 m wavelength of
50 Hz. The wave will diffract around it and continue on
its merry way. The wavelength of 8 kHz is 4.3 cm. Just
about anything that is placed in front of a tweeter that is
reproducing 8 kHz and up can effectively block or redi-
rect the sound.

Although it may seem odd, reflection is a very useful
form of acoustic treatment, especially in concert halls.
Adding reflections to the direct sound is what makes
concert halls what they are. However, adding reflections
to a monitoring environment can impede critical analysis
by coloring the sound coming from the speakers. It is not
a question of reflections being good or bad; rather, the
designer must decide to include or exclude reflections
based on the use of the facility and the desired outcome.
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For more information on the design of usefully
reflective surfaces for large spaces, see Chapter 7, espe-
cially Section 7.3.4.

5.5 Electronic Treatments

Absorptive acoustical treatments effectively add
damping to the room. The reduction of decay is gener-
ally the goal. It is a myth that electronics can be used in
place of absorptive acoustical treatments. There is no
electronic device that can be inserted into the signal path
that will prevent sound from a loudspeaker from
reflecting off the surfaces of the room. Nonetheless,
since the beginning of the electroacoustic era, devices
such as electronic absorbers and room equalizers have
been proposed. Not all of these are without merit. As
early as 1953, Olson and May proposed an electronic
sound absorber consisting of a microphone, amplifier,
and loudspeaker.35 Over a short distance from the micro-
phone, the device could be tuned to achieve as much as
10 to 20 dB of practical attenuation over a 1 to 2 octave
range of low frequencies. Olson and May proposed that
their electronic sound absorbers could be used to reduce
noise at the ears of airline passengers and factory
workers. Unfortunately, the ineffectiveness of this type
of absorber over larger distances made it impractical for
use in architectural applications. The concept, however,
paved the way for future developments.

The invention of the parametric equalizer (PEQ)
brought a new wave of hope for electroacoustical treat-
ments. Unfortunately, the insertion of a PEQ into the
signal chain, even to reduce narrowband problems in
small rooms, usually caused more harm than good.
Because of the variability of the sound pressure distribu-
tion in a small room, the desired effect of the PEQ was
usually limited to a small area of the room. Additionally,
phase anomalies usually made the treatment sound
unnatural. The use of a PEQ to tune a recording studio
control room, for example, came and went quickly and
for good reason.

The age of digital signal processing, combined with
the availability of high-quality audio equipment to a
wider range of users, such as home theater owners,
ushered in a new hope for electroacoustical treatments.
The most recent devices, while sometimes referred to as
room equalization (as in previous decades), are often
referred to as digital room correction, or DRC. The most
important improvement of these devices over their
analog ancestors is their ability to address sound prob-
lems occurring in the time/phase domains. The latest in
DRC systems are able to address minimum-phase prob-
lems, such as axial room modes (see Chapter 6). These

problems often manifest themselves not as amplitude
problems (which are what would be addressed in the use
of analog equalizers), but as decay problems. More
modern DRC systems, such as those developed by
Wilson et al, that incorporate the latest in digital signal
processing, can now actually add the damping that is
required to address minimum-phase low-frequency
problems.3¢ Additionally, many DRC systems require
that the room response be measured at multiple listening
locations in the room so that algorithms can be used to
determine corrections that can benefit a larger area of the
room.

The same advances in signal processing have also
brought about wider applications for the original elec-
tronic sound absorber of Olson and May. Bag End has
developed the E-Trap, an electronic bass trap that offers
the ability to add significant and measurable damping at
two different low frequencies.?’

While DRC devices and electronic traps offer much
in the way of being able to actually address the problems
with the loudspeaker-room interface, they cannot be
expected to be more than electronic tweaks. They cannot
replace a good acoustical room design with proper incor-
poration of nonelectronic treatments. They can provide
some damping, particularly in the lowest octave or two
where in many rooms it is often impractical—if not
impossible—to incorporate porous or resonant
absorbers.

5.6 Acoustical Treatments and Life Safety

The most important consideration when selecting acous-
tical treatments is safety. Most often, common sense
should prevail. For example, asbestos acoustical treat-
ments—which were quite popular several decades
ago—should be avoided because of the inherent health
risks associated with handling asbestos materials and
breathing its fibers. Acoustical treatments will have to
meet any applicable building codes and safety standards
to be used in a particular facility. Specific installations
may also dictate that specific materials be avoided
because of allergies or special use of the facility—e.g.,
health care or correctional facilities. Since many acous-
tical treatments will be hung from walls and ceilings,
only the manufacturer-approved mounting methods
should be used to prevent injury from falling objects. The
two most common health and safety concerns for acous-
tical treatment materials are flammability and
breathability.

Acoustical treatments must not only meet the appli-
cable fire safety codes, but, in general, should not be
flammable. The flammability of an interior finish such
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as an acoustical treatment is typically tested in accor-
dance with the ASTM E84 standard to measure flamma-
bility.38 The results of the ASTM E84 test are a flame
spread index and a smoke developed index. Building
codes further classify materials according to the test
results. International Building Code (IBC) classifications
are as follows:39

* Class A: Flame spread index = 0-25,
smoke developed index = 0—450.

 Class B: Flame spread index = 26-75,
smoke developed index = 0—450.

* Class C: Flame spread index = 76-200,
smoke developed index = 0—450.

Materials to be used as interior finishes, such as
acoustical treatments, are often tested in accordance with
ASTM E84, with test results provided in manufacturer
literature. The ASTM E84 test results and corresponding
IBC classifications for some typical acoustical materials
are summarized in Table 5-4.

In general, most acoustical materials are Class A
materials. Some acoustical foam treatments, as well as
some acoustical treatments made of wood, are Class B.
Care should be taken that any acoustical treatments
made of foam or wood have been tested and that the
manufacturer can provide proof of testing. It should also
be noted that some jurisdictions require that acoustical
foam materials be subjected to more stringent flamma-
bility requirements, such as the NFPA 286 test method.*0

With regards to breathability, precautions should be
taken if the acoustical treatment material contains fibers
that could be respiratory or skin irritants. The fibers of
many common acoustical treatments, such as glass fiber
and mineral wool panels, are respiratory and skin irri-
tants, but are harmless once the treatments have been
installed in their final configuration, usually with a fabric
or other material encasing the fibrous board. Nonethe-
less, precautions such as wearing gloves and breathing
masks should be taken when handling the raw materials
or when installing the panels. Additionally, damaged
panels should be repaired or replaced in order to mini-
mize the possibility of fibers becoming airborne.

Some facilities may have additional safety require-
ments. Some health care facilities may disallow porous
materials of any kind to minimize the possibility of, for
example, mold or bacterial growth. Clean room facili-
ties may also prohibit the use of porous materials on the
grounds of minimizing the introduction of airborne parti-
cles. Correctional facilities will often prohibit any mate-
rials that can be burned (including some fire-resistant
materials) and securing acoustical treatment panels to

walls or ceilings without any removable mechanical
fasteners, such as screwed, rivets, bolts, etc. Still other
facilities may have safety requirements based on, for
example, the heat produced by a piece of machinery, the
chemicals involved in a manufacturing process, and so
on. The applicable laws, codes, and regula-
tions—including rules imposed by the end user— should
always be consulted prior to the purchase, construction,
and installation of acoustical treatments.

5.7 Acoustical Treatments and the Environment

Acoustical treatments should be selected with an appro-
priate level of environmental awareness. Depending on
the application, selection could include not only what the
material itself is made of, but also how it is made, how it
is transported to the facility, and how it will be disposed
of should it be replaced sometime in the future. Many
acoustical treatments, such as those consisting of natural
wood or cotton fibers, can contribute to Leadership in
Energy and Environmental Design (LEED) certification.
Unlike audio electronics where overseas manufacturing
has become the norm, acoustical treatments are often
manufactured and fabricated locally, thus saving on the
financial and environmental costs of transportation.

Even acoustical treatments such as polyurethane
foam panels, which are a byproduct of the petroleum
refining process and can involve the use of carbon
dioxide (a greenhouse gas) in the manufacturing process,
are becoming more environmentally friendly. For
example, one manufacturer of acoustical foam products,
Auralex Acoustics, Inc., has begun using soy compo-
nents in their polyurethane products, thereby reducing
the use of carbon-rich petroleum components by as
much as 60%.

The best possible environmentally friendly approach
to the use of acoustical treatments is to limit their use.
The better a facility can be designed from the beginning,
the fewer specialty acoustical treatment materials will be
required. Rooms from recording studios to cathedrals
that are designed with acoustics in mind from the begin-
ning generally require relatively fewer specialty acous-
tical treatments. Acoustical treatments are difficult to
avoid completely; almost every space where the produc-
tion or reproduction of sound takes place, or where the
ability to communicate is tantamount, will require some
acoustical treatment. Nonetheless, the most conserva-
tive approach to facility design should ensure that only
those acoustical treatments that are absolutely necessary
are implemented in the final construction.
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Table 5-4. Typical ASTM E84 Test Results and Corresponding IBC Classifications for Common Acoustical

Treatments
Acoustical Treatment Flame Smoke IBC Comments
Spread Developed Class
Index Index
Glass Fiber panels 15 0 A Unfaced material
Mineral wool panels 5 10 A Unfaced material
Wood fiber panels 0 0 A Unfaced, treated material
Cotton fiber panels 10 20 A Unfaced, treated material
Acoustical foam panels Polyurethane 35 350 B Unfaced, treated material NFPA 286 test may also be required
Acoustical foam panels Melamine 5 50 A Unfaced material NFPA 286 test may also be required
Acoustical plaster 0 0 A Unfaced material
Acoustical Diffusers Polystyrene 15 145 A Treated material NFPA 286 test may also be required
Acoustical Diffusers Wood 25 450 A Treated material
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6.1 Introduction

The acoustics of small rooms is dominated by modes,
shape, and reflection management. Acousticians who
build large rooms are frequently frustrated with small
room design because few of the intellectual tools of the
trade that work in large rooms can be applied to small
rooms. Getting small rooms to sound right involves art
and science. The science part is mostly straightforward.
The creative part is quite subjective and a great
sounding small room can be just as elusive as a great
sounding concert hall.

6.2 Room Modes

A room mode is a phenomenon that occurs whenever
sound travels between two reflecting surfaces where the
distance between the surfaces is such that the impinging
wave reflects back on itself creating a standing wave.
The distribution of modes determines the low frequency
performance of a small room. Consider a sound source
S emitting a sinusoidal signal between two isolated
reflecting surfaces as in Fig. 6-1. Starting at a very low
frequency, the frequency of the oscillator driving the
source is slowly increased. When a frequency of
fo=1130/2L (in feet) is reached, a so-called
standing-wave condition is set up. Consider what is
happening at the boundary. Particle velocity must be
zero at the wall surface but wherever particle velocity is
zero, pressure is at maximum level. The wave is
reflected back out of polarity with itself, that is to say
that the reflection is delayed by % of the period. This
results in a cancellation that will occur exactly midpoint
between the reflecting surfaces. If the walls are not
perfect reflectors, losses at the walls will affect the
heights of the maxima and the depths of the minima. In
Fig. 6-1 reflected waves traveling to the left and
reflected waves traveling to the right interfere, construc-
tively in some places, destructively in others. This effect
can be readily verified with a sound level meter which
will show maximum sound pressures near the walls and
a distinct null midway between the walls.

As the frequency of the source is increased, the
initial standing-wave condition ceases, but at a
frequency of 2f;, another standing wave appears with
two nulls and a pressure maximum midway between the
walls. Other standing waves can be set up by exciting
the space between the walls at whole number multiples
of f,. These are called axial modes as they occur along
the axis of the two parallel walls.

The two walls of Fig. 6-1 can be considered the east
and west walls of a room. The effect of adding two
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Figure 6-1. The simplest form of room resonance can be
illustrated by two isolated, parallel, reflecting wall surfaces.
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more pairs of parallel walls to enclose the room is that
of adding two more axial standing-wave systems, one
along the east-west axis and the other along the vertical
axis. In addition to the two axial systems that are set up,
there will be a standing wave associated with two times
the path length that involves all four surfaces. These
modes are called tangential modes, Fig. 6-2. Most
rooms will have six boundaries and there are modes that
involve all six surfaces as well, Fig. 6-3. These modes
are called oblique modes.

In 1896 Lord Rayleigh showed that the air enclosed
in a rectangular room has an infinite number of normal
or natural modes of vibration. The frequencies at which
these modes occur are given by the following equation:!

S ORCEE)

2N\L w. H
where,
c is the speed of sound, 1130 ft/s (or 344 m/s),
L is the length of the room in feet (or meters),
W is the width of the room in feet (or meters),

H is the height of the room in feet (or meters),
p, g, and r are the integers 0, 1, 2, 3, 4, and so on.

(6-1)
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| i
Figure 6-2. Tangential room modes.

If we consider only the length of the room, we set ¢
and 7 to zero, their terms drop out, and we are left with

=

- 2L
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(6-2)

172 in meters
L

which looks familiar because it is the f;, frequency of
Fig. 6-1. Thus, if we set p = 1 the equation gives us f,.
When p =2 we get 2f;, with p = 3, 3f; and so on. Eq.
6-1 covers the simple axial mode case, but it also
presents us with the opportunity of studying forms of
resonances other than the axial modes.

Eq. 6-1 is a 3D statement based on the orientation of
our room on the x, y, and z axes, as shown in Fig. 6-4.
The floor of the room is taken as the x plane, and the
height is along the z axis. To apply Eq. 6-5 in an orderly
fashion, it is necessary to adhere to standard termi-
nology. As stated, p, ¢, and » may take on values of zero
or any whole number. The values of p, ¢, and r in the
standard order are thus used to describe any mode.
Remember that:

* pis associated with length L.
* g is associated with width 7.

» ris associated with height H.

>

N

Figure 6-3. Oblique room modes.

>

Height
(H)

y
Figure 6-4. The floor of the rectangular room under study is
taken to be in the xy plane and the height along the z axis.

We can describe the four modes of Fig. 6-1 as 1,0,0;
2,0,0; 3,0,0; and 4,0,0. Any mode can be described by
three digits. For example, 0,1,0 is the first-order width
mode, and 0,0,2 is the second-order vertical mode of the
room. Two zeros in a mode designation mean that it is
an axial mode. One zero means that the mode involves
two pairs of surfaces and is called a tangential mode. If
there are no zeros in the mode designation, all three
pairs of room surfaces are involved, and it is called an
oblique mode.

6.3 Modal Room Resonances

In order to better understand how to evaluate the distri-
bution of room modes, we calculate the modal frequen-
cies for three rooms. Let us first consider a room with
dimensions that are not recommended for a sound
room. Consider a room with the dimensions of 12 ft
long, 12 ft wide by 12 ft high (3.66 m x 3.66 m x
3.66 m), a perfect cube. For the purposes of this exer-
cise, let us assume that all the reflecting surfaces are
solid and massive. Using Eq. 6-1 to calculate only the
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axial modes (for now) we see a fundamental mode at
565/12 or 47.08 Hz. If we continue the series, looking at
the 1,0,0; 2,0,0; 3,0,0...10,0,0 modes we see the results
in Table 6-1.

Table 6-1. Modal Frequencies for a 12 Ft Cube
Room (Axial Only)

Length Modes Length Modes
47.08 1,0,0 282.50 6,0,0
94.17 2,0,0 329.58 7,0,0

141.25 3,0,0 376.67 8,0,0
188.33 4,0,0 423.75 9,0,0
235.42 5,0,0 470.83 10,0,0

Before we continue the calculation, let us examine
what this table is indicating. The frequencies listed are
those and only those that are supported by these two
walls; that is to say there will be some resonance at
these frequencies but at no others. When the source is
cut off, the energy stored in a mode decays logarithmi-
cally. The actual rate of decay is determined by the type
of mode and the absorptive characteristics of whatever
surfaces are involved with that mode. An observer in
this situation, making a sound with frequency content
that includes 141 Hz, may hear a slight increase in
amplitude depending on the location in the room. The
observer will also hear a slightly longer decay at
141 Hz. At 155 Hz, for example, there will be no
support or resonance anywhere between these two
surfaces. The decay will be virtually instantaneous as
there is no resonant system to store the energy. Of
course, in a cube the modes supported by the other
dimensions (0,1,0; 0,2,0; 0,3,0 ... 0,10,0 and 0,0,1;
0,0,2; 0,0,3... 0,0,10) will all be identical, Table 6-2.

Table 6-2. Axial Modes in a Cube Supported in Each
Dimension

Length Modes | Width Modes | Height Modes
47.08 1,0,0 47.08 0,1,0 47.08 0,0,1
94.17 2,0,0 94.17 0,2,0 94.17 0,0,2
141.25 3,0,0 141.25 0,3,0 141.25 0,0,3
188.33 4,0,0 188.33 0,4,0 188.33 0,0,4
235.42 5,0,0 235.42 0,5,0 235.42 0,0,5
282.50 6,0,0 282.50 0,6,0 282.50 0,0,6
329.58 7,0,0 329.58 0,7,0 329.58 0,0,7
376.67 8,0,0 376.67 0,8,0 376.67 0,0,8
423.75 9,0,0 423.75 0,9,0 423.75 0,0,9
470.83 10,0,0 470.83 0,10,0 470.83 0,0,10

In the cube, all three sets of surfaces are supporting
the same frequencies and no others. Talking in such a
room is like singing in the shower. The shower stall
supports some frequencies, but not others. You tend to
sing at those frequencies because the longer decay at
those frequencies adds a sense of fullness to the sound.
Table 6-2 can be made more useful by listing all the
modes in order to better examine the relationship
between them. Table 6-3 is such a listing. In this table,
we have included the spacing in Hz between a mode
and the one previous to it.

Table 6-3. All of the Axial Modes of the Cube in
Table 6-1 and Table 6-2

Frequency Modes Spacing |Frequency Modes Spacing

47.08 1,0,0 282.50 6,0,0 47.08
47.08 0,1,0 0.00 282.50 0,6,0 0.00
47.08 0,0,1 0.00 282.50 0,0,6 0.00
94.17 2,0,0 47.08 329.58 7,0,0  47.08

94.17 0,2,0 0.00

94.17 0,0,2 0.00
141.25 3,0,0 47.08
141.25 0,3,0 0.00
141.25 0,0,3 0.00
188.33 4,0,0 47.08
188.33 0,4,0 0.00
188.33 0,0,4 0.00

329.58 0,7,0 0.00
329.58 0,0,7 0.00
376.67 8,0,0 47.08
376.67 0,8,0 0.00
376.67 0,0,8 0.00
423.75 9,0,0 47.08
423.75 0,9,0 0.00
423.75 0,0,9 0.00

235.42 5,0,0 47.08 470.83 10,0,0  47.08
235.42 0,5,0 0.00 470.83 0,10,0 0.00
235.42 0,0,5 0.00 470.83 0,0,10 0.00

Humber of Modes / Frequcncy
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Figure 6-5. Number of axial modes and frequencies for a
cube room. From AcousticX.

We can clearly see the triple modes that occur at
every axial modal frequency, and there is 47 Hz (equal
to f;) between each cluster. The space between each
cluster is important because if a cluster of modes or even
a single mode is separated by more than about 20 Hz
from it nearest neighbor, it will be quite audible as there
is no masking from nearby modes. Consider another
room that does not have a good set of dimensions for a
sound room, but represents a typical room size because
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of standard building materials. Our next test room is
16 ft long by 12 ft wide with a ceiling height of 8 ft
(4.88 m x 3.66 m x 2.44 m). Table 6-4 shows the length,
width, and height modes, and Table 6-5 shows the same
data sorted into order according to frequency.

Table 6-4. Room Modes of a Rectangular Room
16 Ft x 12 Ft x 8 Ft

Length Modes| Width Mode| Height Modes
3531  1,0,0 47.08  0,1,0 70.63  0,0,1
70.63  2,0,0 94.17  0,2,0 141.25  0,0,2

10594  3,0,0 141.25  0,3,0 211.88  0,0,3
141.25  4,0,0 188.33  0,4,0 282.50 0,04
176.56  5,0,0 23542 05,0 353.13  0,0,5

211.88  6,0,0 282.50  0,6,0 423.75  0,0,6

247.19  7,0,0 329.58  0,7,0 49438  0,0,7

282.50  8,0,0 376.67  0,8,0 565.00 0,0,8

317.81  9,0,0 423.75 09,0 635.63 0,09

353.13  10,0,0 470.83  0,10,0 706.25 0,0,10

Table 6-5. Modes of a 16 Ft x 12 Ft x 8 Ft Room
Sorted by Frequency

Frequency Modes Spacing | Frequency Modes Spacing
35.31 1,0,0 282.50 8,0,0 35.31
47.08 0,1,0 11.77] 282.50 0,6,0 0.00
70.63 2,0,0 23.54| 282.50 0,0,4 0.00
70.63 0,0,1 0.00| 317.81 9,0,0 35.31
94.17 0,2,0 23.54| 329.58 0,7,0 11.77

105.94 3,0,0 11.77] 353.13 10,0,0 23.54
141.25 4,0,0 35.31 353.13 0,0,5 0.00
141.25 0,3,0 0.00| 376.67 0,8,0 23.54
141.25 0,0,2 0.00| 423.75 0,9,0 47.08
176.56 5,0,0 35.31 423.75 0,0,6 0.00
188.33 0,4,0 11.77| 470.83 0,10,0 47.08
211.88 6,0,0 23.54| 49438 0,0,7 23.54
211.88 0,0,3 0.00] 565.00 0,0,8 70.63
235.42 0,5,0 23.54| 635.63 0,0,9 70.63
247.19 7,0,0 11.77| 706.25 0,0,10 70.63

» If we examine the data in Fig. 6-6 we see that there
are some frequencies which are supported by only
one dimension. 35 Hz, for example, is only supported
by the 16 ft (4.88 m) dimension. Other frequencies,
like 70 Hz, occur twice and are supported by length
and height. Still others like 141 Hz occur three times
and are supported by all three dimensions. In the
nomograph of Fig. 6-6, the height of the line indi-
cates the magnitude of the mode. This room is clearly

better than a cube, but it is far from ideal as there are
many frequencies which will stand out. 70 Hz,
141 Hz, 211 Hz, 282 Hz, and 253 Hz are all going to

be problem frequencies in this room.

Mumber of Modes / Frequency
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Figure 6-6. Number of modes and frequencies for a room
16 ft x 12 ft x 8 ft. From AcousticX.

Now consider a room that has dimensions that might
be well suited for an audio room; 23 ft long by 17 ft
wide by 9 ft high ceiling (7 m x 5.18 m % 2.74 m). The
sorted data and nomograph are shown in Table 6-6 and
Fig. 6-7.

The data in Fig. 6-7 look quite different from the
data in Fig. 6-5 and Fig. 6-6. There are no instances
where all three dimensions support the same frequency.
There is also a reasonably good distribution of modes
across the spectrum. There are a few places where the
difference between the modes is quite small, like the

Table 6-6. Data for a Room 23 Ft x 17 Ft x 9 Ft

Frequency Modes Spacing| Frequency Modes Spacing
24.57 1,0,0 196.52 8,0,0 8.19
33.24 0,1,0 8.67 199.41 0,6,0 2.89
49.13 2,0,0 15.90 221.09 9,0,0 21.68
62.78 0,0,1 13.65 232.65 0,7,0 11.56
66.47 0,2,0 3.69 245.65 10,0,0 13.01
73.70 3,0,0 7.23 251.11 0,0,4 5.46
98.26 4,0,0 24.57 265.88 0,8,0 14.77
99.71 0,3,0 1.45 299.12 0,9,0 33.24

122.83 5,0,0 23.12 313.89 0,0,5 14.77
125.56 0,0,2 2.73 332.35 0,10,0 18.46
132.94 0,4,0 7.39 376.67 0,0,6 4431
147.39 6,0,0 14.45 439.44 0,0,7 62.78
166.18 0,5,0 18.79 502.22 0,0,8 62.78
171.96 7,0,0 5.78 565.00 0,0,9 62.78
188.33 0,0,3 16.38 627.78 0,0,10 62.78

space between the 4,0,0 and the 0,3,0. These three
rooms, the cube, the room with dimensions determined
by the builder, and the last room demonstrate the first
important principle when dealing with room modes.
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Mumber of Modes / Frequency
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Figure 6-7. Number of modes and frequencies for a room
23 ft x 17 ft x 9 ft. (From AcousticX.)

The ratio of the dimensions determine the distribution
of modes. The ratio is determined by letting the smallest
dimension be 1 and dividing the other dimensions by
the smallest. Obviously, the cube with its ratio of 1:1:1
results in an acoustic disaster. Even though a 12 ft
(3.66 m) cube will sound differently from a 30 ft (9 m)
cube, both rooms will exhibit the same modal distribu-
tion and it is the distribution that overwhelmingly deter-
mines the low frequency performance of a small room.
The second room determined by the dimension of
common building materials has a ratio of 1:1.5:2.0. The
ratio is determined by letting the smallest dimension be
1 and dividing the other dimensions by the smallest. So
an 8 ft by 16 ft by 24 ft room would have the ratio of
1:2:3. The third room, which seems reasonably good at
this point, has a ratio of 1:1.89:2.56. From this we can
see that in order to have a reasonable modal distribution
one should avoid whole number ratios and avoid dimen-
sions that have common factors.

6.3.1 Comparison of Modal Potency

To this point we have only considered the axial modes.
The three types of modes, axial, tangential, and oblique
differ in energy level. Axial modes have the greatest
energy because there are the shortest distances and
fewest surfaces involved. In a rectangular room tangen-
tial modes undergo reflections from four surfaces, and
oblique modes six surfaces. The more reflections the
greater the reflection losses. Likewise the greater the
distance traveled the lower the intensity. Morse and
Bolt> state from theoretical considerations that, for a
given pressure amplitude, an axial wave has four times
the energy of an oblique wave. On an energy basis this
means that if we take the axial waves as 0 dB, the
tangential waves are —3 dB and the oblique waves are
—6 dB. This difference in modal potency will be even
more apparent in rooms with significant acoustical
treatment. In practice it is absolutely necessary to calcu-
late and consider the axial modes. It is a good idea to
take a look at the tangential modes because they can
sometimes be a significant factor. The oblique modes

are rarely potent enough in small rooms to make a
significant contribution to the performance of the room.

6.3.2 Modal Bandwidth

As in other resonance phenomena, there is a finite band-
width associated with each modal resonance. The band-
width will, in part, determine how audible the modes
are. If we take the bandwidth as that measured at the
half-power points (=3 dB or 1/4/2 ), the bandwidth is?

Af = 1h-h
k, (6-3)
n
where,

Afis the bandwidth in hertz,

/> is the upper frequency at the —3 dB point,

f; 1s the lower frequency at the —3 dB point,

k, is the damping factor determined principally by the
amount of absorption in the room and by the volume
of the room. The more absorbing material in the room,
the greater k.

If the damping factor £, is related to the reverbera-
tion time of a room, the expression for Af becomes?

ar =921
nT
_ 22 64
T
where,

T is the decay time in seconds.

From Eq. 6-4 a few generalizations may be made.
For decay times in the range of 0.3 to 0.5 s, typical of
what is found in small audio rooms, the bandwidth is in
the range 4.4 to 7.3 Hz. It is a reasonable assumption
that most audio rooms will have modal bandwidths of
the order of 5 Hz. Referring back to Table 6-6 it can be
seen that in a few instances there are modes that are
within 5 Hz of each other. These modes will fuse into
one and occasionally some beating will be audible as
the modes decay. Modal frequencies which are sepa-
rated on both sides by 20 Hz or more will not fuse at all,
and will be noticeable as well, although not as notice-
able as a double or triple mode. Consider a room with
the dimensions of 18 ft x 13 ft x 9 ft (5.48 m x
3.96 m x 2.74 m). The axial frequencies are listed in
Table 6-7. There are some frequencies which double,
such as 62 Hz and 125 Hz. These are obvious problems.
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Figure 6-8. The application of Bonello's criterion 1 to the 23 ft x 17 ft x 9 ft room. From AcousticX.

However 282 Hz is also a problem frequency because it
is separated by more than 20 Hz on either side.

Table 6-7. Axial Modes for a Room 18 Ft x 13 Ft
x 9 Ft

Frequency Spacing Frequency Spacing
31.39 219.72 2.41
43.46 12.07 251.11 31.39
62.78 19.32 251.11 0.00
62.78 0.00 260.77 9.66
86.92 24.15 282.50 21.73
94.17 7.24 304.23 21.73

125.56 31.39 313.89 9.66
125.56 0.00 313.89 0.00
130.38 4.83 345.28 31.39
156.94 26.56 347.69 2.41
173.85 16.90 376.67 28.97
188.33 14.49 376.67 0.00
188.33 0.00 391.15 14.49
217.31 28.97

6.4 Criteria for Evaluating Room Modes

So far we have shown that there are a few general
guidelines for designing small rooms with good distri-
bution of room modes. We know that if two or more
modes occupy the same frequency or are bunched up
and isolated from neighbors, we are immediately
warned of potential coloration problems. Over the
years, a number of authors have suggested techniques
for the assessment of room mores and methods for
predicting the low frequency response of rooms based
on the distributions of room modes. Most notably Bolt?,
Gilford,2¢ Louden,?5 Bonello,3 and D’ Antonio?7 have all
suggested criteria. Possibly the most widely used
criteria is that suggested by Bonello.

Bonello’s number one criterion is to plot the number
of modes (all the modes, axial, tangential, and oblique)
in Y3 octave bands against frequency and to examine the
resulting plot to see if the curve increases monotonically
(i.e., if each 'soctave has more modes than the
preceding one or, at least, an equal number). His
number two criterion is to examine the modal frequen-
cies to make sure there are no coincident modes, or, at
least, if there are coincident modes, there should be five
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or more modes in that '5octave band. By applying
Bonello’s method to the 23 ft x 17 ft X 9 ft room, we
obtained the graph of Fig. 6-8. The conditions of both
criteria are met. The monotonic increase of successive
/5 octave bands confirms that the distribution of modes
is favorable.

It is possible that the critical bands of the ear should
be used instead of /5 octave bands. Actually, '/s octave
bands follow critical bandwidths above 500 Hz better
than do /5 octave bands. Bonello considered critical
bands in the early stages of his work but found that
one-third octave bands better show subtle effects of
small changes in room dimensions.> Another question is
whether axial, tangential, and oblique modes should be
given equal status as Bonello does when their energies
are, in fact, quite different. In spite of these questions,
the Bonello criteria are used by many designers and a
number of computer programs are using the Bonello
criteria in determining the best room mode distributions.

D’ Antonio et al, have suggested a technique which
calculates the modal response of a room, simulating
placing a measurement microphone in one corner of a
room then energizing the room with a flat power
response loudspeaker in the opposite corner.® The
authors claim that this approach yields significantly
better results than any other criteria.

Another tool which historically has been used to help
choose room dimensions is the famous Bolt footprint
shown in Fig. 6-9. Please note the chart to the right of
the footprint which limits the validity of the footprint.
The ratios of Fig. 6-9 are all referenced to ceiling height.

6.5 Modes in Nonrectangular Rooms

Nonrectangular rooms are often built to avoid flutter
echo and other unwanted artifacts. This approach is
usually more expensive, therefore it is desirable to see
what happens to modal patterns when room surfaces are
skewed. At the higher audio frequencies, the modal
density is so great that sound pressure variations
throughout a rectangular room are small and there is
little to be gained except, of course, the elimination of
flutter echoes. At lower audio frequencies, this is not the
case. The modal characteristics of rectangular rooms
can be readily calculated from Eq. 6-1. To determine
modal patterns of nonrectangular rooms, however,
requires one of the more complex methods, such as the
use of finite elements. This is beyond the scope of this
book. We, therefore, refer to the work of van Nieuwland
and Weber of the Philips Research Laboratories of Eind-
hoven, the Netherlands, on reverberation chambers.8

In Fig. 6-10 the results of finite element calculations
are shown for 2D rectangular and nonrectangular rooms
of the same area (377 ft2 or 35 m2). The lines are
contours of equal sound pressure. The heavy lines
represent the nodal lines of zero pressure of the standing
wave. In Fig. 6-10 the 1,0,0 mode of the rectangular
room, resonating at 34.3 Hz, is compared to a 31.6 Hz
resonance of the nonrectangular room. The contours of
equal pressure are decidedly nonsymmetrical in the
latter. In Fig. 6-10 the 3,1,0 mode of the rectangular
room (81.1 Hz) is compared to an 85.5 Hz resonance in
the nonrectangular room. Increasing frequency in Fig.
6-10, the 4,0,0 mode at 98 Hz in the rectangular room is

I [ N Curve encloses dimension ratios giving
2.6 smoothest frequency response at low
/ frequencies in small rectangular rooms.
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Figure 6-9. Room proportion criterion.
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compared to a 95.3 Hz mode in the nonrectangular
room. Fig. 6-10 shows the 0,3,0 mode at 102.9 Hz of a
rectangular room contrasted to a 103.9 Hz resonance in
the nonrectangular room. These pressure distribution
diagrams of Fig. 6-10 give an excellent appreciation of
the distortion of the sound field by extreme skewing of
room surfaces.

When the shape of the room is irregular, as in Fig.
6-10, the modal pressure pattern is also irregular. The
number of modes per frequency band in the irregular
room is about the same as the regular room because it is
determined principally by the volume of the room rather
than its shape. Instead of axial, tangential, and oblique
modes characteristic of the rectangular room, the reso-
nances of the nonrectangular room all have the char-
acter of 3D (obliquelike) modes. This has been
demonstrated by measuring decay rates and finding less
fluctuation from mode to mode. Note that the modes did
not go away and that there was not a significant change
in the frequency of the modes nor in the distribution of
the modes relative to frequency. What changed was the
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A. The 1,0,0 mode of the rectangular room (34.3 Hz)
compared to the nonrectangular room (31.6 Hz).

=953 Hz

1=98.0 Hz

C. The 4,0,0 mode in the rectangular room (98 Hz)
compared to the nonrectangular room (95.3 Hz).

distribution of the modes in the physical space. The
benefits of asymmetrical, nonrectangular designs must
be measured against the drawbacks as we shall see later
on in this chapter.

6.6 Summation of Modal Effect

Room modes determine the performance of small rooms
below f;. The following criteria should be applied when
evaluating room ratios or dimensions in terms of modal
distribution. When considering axial modes, there
should be no modes within 5 Hz of each other, and no
mode should be greater than 20 Hz from another. Since
the modal bandwidth in small rooms is approximately
5 Hz, any modes that are within 5 Hz of each other will
effectively merge into one. Modes that are isolated by
more than 20 Hz will not have masking from any other
modes nearby and will likely stand out. Obviously there
should not be any double or triple modes. Some criteria

=855 Hz

—100

B. The 3,1,0 mode of the rectangular room (81.1 Hz)
compared to the nonrectangular room (85.5 Hz).

~100  =1039 Hz
1=102.9 Hz 7
—100 | [[ t

D. The 0,3,0 mode (102.9 Hz) contrasted to the
nonrectangular room (103.9 Hz).

Figure 6-10. A comparison of calculated 2D sound fields in rectangular and nonrectangular rooms having the same areas.

After Reference 8.
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should also be applied to all the modes, the axial,
tangential, and oblique. There are many excellent tools
for calculating modal distribution.

6.7 The Question of Reverberation

W.C. Sabine, who first formulated the equation to calcu-
late reverberation time, described reverberation in this
way: “reverberation results in a mass of sound filling
the whole room and incapable of analysis into its
distinct reflections.”!® What Sabine was saying,
although he did not use these terms, was that for true
reverberation to exist, there needs to be a homogenous
and isotropic sound field. Usually such conditions are
approached in physically large rooms that do not
contain much absorption. Unfortunately the term rever-
beration is popularly understood to be equivalent to
decay. Does reverberation time refer to the decay of a
well-established, totally homogenous, diffuse sound
field that exhibits no net energy flow due to the richness
of the reflections present or does reverberation time
refer to the decay of any sound in a room no matter
what the nature of the sound is, even if it is not diffuse?
To some extent, this is a question of semantics. It is
interesting to note that maybe Sabine himself perhaps
anticipated the confusion that would eventually arise
because in the same paper he wrote:

The word “resonance” has been used loosely as
synonymous with “reverberation” and even with
“echo” and is so given in some of the more
voluminous but less exact popular dictionaries.
In scientific literature the term has received a
very definite and precise application to the
phenomenon where ever it may occur. A word
having this significance is necessary, and it is
very desirable that the term should not, even
popularly, by meaning many things, cease to
mean anything exactly.!!

It is the opinion of this author that this is precisely
where we find ourselves today. Without a rigorous defi-
nition and application of the concept of reverberation,
we are left with something which ceases to mean
anything exactly.

When Sabine first measured the decay of the rever-
beration in Fogg Lecture Hall at Harvard, he did it with
an organ pipe and a stopwatch. He had no way of exam-
ining the fine detail of the reflections or any of the
components of the sound field, nor was he initially
looking at decay as a function of frequency. (Later on he
looked at decay as a function of frequency, but never
connected this to room size or shape.) He could only

measure the decay rate of the 513 Hz pipe he was using.
The volume of the lecture hall was approximately
96,700 ft3.13 The room was large enough that 512 Hz
was not going to energize any of the normal room
modes. Since there was virtually no absorption in the
room whatsoever, it is likely that Sabine was measuring
a truly diffuse sound field. It is interesting to note that in
Sabine’s early papers he rarely mentions the dimensions
other than the volume of the rooms he was working in.
He was convinced that it was the volume of the room
that was important. The mean free path was also central
to his thesis. The MFP is defined as the average
distance a given sound wave travels in a room between
reflections.!* The equation for finding the mean free
path is

mrp =Y (6-5)
S

where,

V is the volume of the room,

S is the total surface area.

Consider a small room with dimensions of
12 ft x 16 ft x 8 ft high (3.66 m x 4.88 m x 2.44 m).
This room will have a volume of 1536 ft3 (43.5 m3) and
a total surface area of 832 ft? (77.3 m?2). Putting these
numbers into Eq. 6-5 yields a result of a MFP of about
7.38 ft. At the average speed of sound (1130 ft/s or
344 m/s) this distance will be covered in 0.00553 s or
5.53 ms. It is generally accepted that in small rooms,
after approximately four to six bounces, a sound wave
will have lost most of its energy to the reflecting
surfaces and will become so diffuse as to be indistin-
guishable from the noise floor. This of course depends
on the amount of absorption in the room. In very
absorptive rooms there may not be even two bounces. In
very live hard rooms a wave may bounce more than six
times. In this room a single wave will take only 32.6 ms
to bounce five times and be gone. Compare this with a
large room. Consider a room that is 200 ft long by
150 ft wide with a 40 ft ceiling (61 m X 45.7 m
12.2 m). This room will have a MFP of 54.5 ft
(16.61 m). It will take 241.3 ms for a single wave to
bounce five times and dissipate.

Sabine was not interested in the shape of the room or
even in the distribution of the absorptive material. He
focused on the statistical nature of the diffuse sound
field and on the rate of decay. Other researchers looked
at similar issues eventually dividing the time domain
performance into smaller and smaller regions and exam-
ining their contributions to the subjective performance
of rooms.
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Fig. 6-11 is an Envelope® Time Curve of a large,
reverberant room, measured using time delay spectrom-
etry. The left side of the graph represents 70 or the begin-
ning of the measurement. Note that this is the point in
time what the signal leaves the loudspeaker. If the micro-
phone represents the observer in this system, the
observer would not hear anything until #0) + #(x) where
#(x) is the time of takes for the sound to leave the loud-
speaker and arrive at the observation point. In this
measurement, that time is 50 ms because the loudspeaker
was about 56 ft (17 m) away from the microphone. This
first arrival is known as the direct sound because it is the
sound energy that first arrives at the listener or micro-
phone, before it reflects off of any surface. A careful
examination of this graph shows a small gap between the
direct sound and the rest of the energy arriving at the
microphone. This is known as the initial time gap (ITG)
and it is a good indicator of the size of the room. In this
room it took about 50 ms for the sound to travel from the
loudspeaker to the microphone then another 40 ms
(90 ms total) for sound to leave the speaker and bounce
off of some surface to arrive at the microphone. There-
fore, in this room the ITG is about 40 ms wide.

* The term Energy Time Curve was suggested by
Heyser and adopted by Crown and Gold Line,
respectively, in their Time Delay Spectrometry
software. Recently Davis and Patronis have
suggested that Envelope Time Curve is a better
label for this graph.

500 Hz Reverberation
St Rita of Cascia Church  11/04/11998 12:27:30
BE&K 40075 center aisle, halfway in Nave

Fig. 6-12 is an enlargement of the first 500 ms of
Fig. 6-11. The ITG can be clearly seen and is about
40 ms long. The sound then takes about 130 ms or so to
build up to a maximum at around 270 ms. Fig. 6-12
shows that the sound then decays at a fairly even rate
over the next 4 s till the level falls into the noise floor.

If we perform a Schroeder integration?® of the energy
then measure the slope and extrapolate down to 60 dB
below the peak, we see the reverb time of this room to
be on the order of 6.8 s at 500 Hz, Fig. 6-13.

It is useful to take a look at the ETC of a small room
for comparison, Fig. 6-14.

Careful examination of Fig. 6-14 reveals a room
dominated by strong discrete reflections that start
coming back to the observation point within a few ms of
the direct sound. By 30 ms after the direct sound, the
energy has decayed into the noise floor.

Since there is no significant diffuse or reverberant
field in acoustically small rooms, equations having
reverb time as a variable are not appropriate.

It is important to understand that small rooms must
be treated differently with respect to frequency.

Consider Fig. 6-15. These boundaries should not be
understood as absolute or abrupt. They are meant to
serve as guidelines and the transitions from one region
to another are actually very gradual.

Region 1 is the region from 0 Hz up to the first mode
associated with the longest dimension. In this region
there is no support from the room at all, and there is not
much one can do to treat the room. Region 2 is bounded
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Figure 6-11. ETC of a large reverberant church. Measurement courtesy of Jim Brown.
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500 Hz Reverberation
StRita of Cascia Church  11/04/1998 12:27:30
B&K 40075 center aisle, halfway in Nave
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Figure 6-12. Enlargement of the first 500 ms of Fig. 6-11.
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Figure 6-13. Schroeder integration of Fig. 6-11.

by the first mode on the low end of the spectrum and fat
the high end, where /= 3C/RSD (rooms smallest dimen-
sion). In this region where the room modes dominate the
acoustical performance, wave behavior is the best model
and some forms of bass absorption can work well.
Region 3 spans from f'to roughly four times f. This
region is dominated by diffraction and diffusion. The
final region is where the wavelengths are generally small
relative to the dimensions of the room. In this region, one

can use a ray acoustics approach as we are dealing with
specular reflections.

The discussion of how to quantify the decay of
sound in small rooms continues. Most recording
studios, control rooms, and listening rooms are too
small to have a completely diffuse sound field, espe-
cially at the lower frequencies. In small, acoustically
dead rooms the only frequencies that have any signifi-
cant decay are those that are at or very near to the
natural resonances of the room. This decay time is,
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Figure 6-15. Regions for room treatment.

strictly speaking, reverberation and should be treated as
such. The Sabine equation and its offspring are not
going to help in predicting how much absorption is
going to be needed to modify a room. More discussion
and research are needed to be able to fully quantify the
behavior of absorption in small rooms.

As is mentioned in Chapter 5, the standard way to
measure acoustical treatment is according to ASTM
C 423-00. This is an indirect method that looks at the
impact that the material has on a diffuse sound field. In
rooms that do not exhibit any diffuse sound field in the
frequency range of interest, we need another way to
measure acoustic treatment. An alternative method is
outlined in Chapter 5.

6.7.1 Room Shape

We have referred to the statistical approach (e.g., rever-
beration) and the wave approach (modes) to acoustical
problems, and now we come to the geometrical approach.

Thra (me)
Figure 6-14. ETC of a small room, approximately 250 ft? area.

The one overriding assumption in the application of
geometrical acoustics is that the dimensions of the room
are large compared to the wavelength of sound being
considered. In other words, we must be in region 3 of Fig.
6-15 where specular reflection prevails and the short
wavelengths of sound allow treating sound like rays.

A sound ray is nothing more than a small section of a
spherical wave originating at a particular point. It has a
definite direction and acts as a ray of light following the
general principles of geometric optics. Geometrical
acoustics is based on the reflection of sound rays. This
is where the shape of the room is the controlling acous-
tical aspect. Like the quest for room ratios the search for
the perfect room shape is also ellusive. Some have
suggested that nonparallel surfaces are a must, however
there are no perfect shapes. There are some shapes that
work well for some applications.

6.7.2 Reflection Manipulation

In open space (air-filled space, of course) sound travels
unimpeded in all directions from a point source. In real
rooms we don’t have point sources, we have loud-
speakers or other sound sources such as musical instru-
ments that do not behave like the theoretical point
source. Real sources have characteristic radiation or
directional patterns. Of course in real rooms the sound
does not travel unimpeded for very long, depending on
the MFP. After the sound leaves its source it will bounce
off of some surface and will interact with the unre-
flected sound. This interaction can have a profound
impact on the perception of the original sound. There is
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an elegant way to model the reflections in a room. The
reflection can be considered to come from an image of
the source on the opposite side of the reflecting surface
and equidistant from it. This is the simple case: one
source, one surface, and one image. If this reflecting
surface is now taken to be one wall of a room, the
picture is immediately complicated. The source now has
an image in each of five other surfaces, a total of six
images sending energy back to the receiver. Not only
that, images of the images exist and have their effect,
and so on. A physicist setting out to derive the mathe-
matical expression for sound intensity from the source
in the room at a given receiving point in the room must
consider the contributions from images, images of the
images, images of the images of the images, and so on.
This is known as the image model of determining the
path of reflections. The technique is fully described in
Chapter 9.

6.7.3 Comb Filters

When the direct sound and a reflection combine at some

observation point, a spectral perturbation often called a

comb filter is produced. The frequency of the first notch

and the spacing of the rest of the notches is base on the

delay between the two arrivals. The first notch F in

hertz is calculated by

F=41 (6-6)
2t

where,

t is the delay in seconds.

Each successive notch will be at

1

t

Fig. 6-16 shows the response of a system with a
delay of 1.66 ms between the two signals. Reflections
can dramatically change the way program material
sounds depending on the time of arrival, the intensity,
and the angle of incidence relative to the listener. For a
more in-depth treatment of how comb filters are
created, the reader is referred to reference 16.

In 1971 M. Barron wrote a paper exploring the
effects of reflections on the perception of a sound.!” He
was trying to quantify the effects of lateral reflections in
concert halls. Although his work was conducted in large
reverberant spaces, a number of small room designers
look to his work with great interest as he is considering
the first 100 ms of a sound field in a room. In small
rooms that is often all you will get. Fig. 6-17 is a

DELAY 1 Bns
G001 234 5IPM EASILABS
DELAY

B
I

Figure 6-16. Response of a system with a delay of 1.66 ms
between the two sources.

graphic summary of the effects of a single lateral reflec-
tion. It can be seen that the very early reflections, on the
order of 0 to 5 ms, can cause image shifts even when
very low in amplitude relative to the direct sound. This
can be important as one considers, for example, the
accepted practice of placing loudspeakers on the meter
bridge of a recording console.

Image shift

Disturbance

Curve of equal
spatial impression

Tone coloration

Reflection level relative to direct sound—dB

Figure 6-17. Graphic summary of the effects of a single
lateral reflection.

Fig. 6-18A shows an ETC of a popular nearfield
loudspeaker placed on the meter bridge of a recording
console, measured at the mix position. The first spike is
of course the direct arrival of the signal from the loud-
speaker. The second spike is the reflection off of the
face of the console, approximately 1.2 ms later. Fig.
6-18B shows the resulting frequency response when
these two signals arrive at the microphone. Finally C is
the frequency response of three loudspeaker with the
reflection removed. This author finds it curious indeed
that this practice of placing a loudspeaker on the
console ostensibly to remove the effects of the room and
get a more accurate presentation actually results in seri-
ously coloring the response of the speaker, and will
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on the meter bridge with the console covered with
acoustical absorbent, removing the reflection.

Figure 6-18. The effect of reflections bouncing off a studio
console. Measurement courtesy of Mathew Zirbes.

have a significant impact on the ability to accurately
perceive a stereo image.

Although Barron did not look at the effect of reflec-
tions arriving from below as in the case of a console
reflection, the effect is clearly audible. In 1981 C.A.P.
Rodgers!® noted a similarity between the spectral
notches created as a result of loudspeaker misalignment
and those created by the pinna which have been shown
to play an important role in localization. She postulated
that the presence of spectral notches would impair or at
least confuse the auditory system’s ability to decode
position cues. This could explain the phenomenon noted

by Barron. The very early reflections are those that
cause notches similar in spectral positioning to those
caused by the pinna. These are the reflections that cause
image shifts.

6.8 Small Room Design Factors

The basic tools for looking at small room performance
have been addressed. We now turn our attention to
small room design factors. We have divided small
rooms into three broad categories; precision listening
rooms, rooms for microphones, and rooms for entertain-
ment. We are not trying to imply that there is only one
way to build a control room or an entertainment room.
There are different design criteria for different
outcomes. The categories presented here are not
intended to be exhaustive; rather they are intended to be
general and representative. It should also be noted that
we are not including the noise control issues that are
often an important part of room design. The reader is
referred to Chapter 3 for noise control information.

6.8.1 The Control Room Controversy

Since most control rooms are acoustically small, it is
appropriate to discuss control room design in general in
this context. Some insist that control rooms should be as
accurate as possible. Others insist that since music is
rarely listened to in highly precise analytic rooms,
recorded music would be better served if control rooms
were more like entertainment rooms; not so sterile, but
rather designed so that everything sounds subjectively
great. Indeed many recordings are made in rooms that
are not close to precision listening rooms. This debate
will probably never be resolved as long as there are
deductive and inductive reasoners, left-brain and
right-brain people, artists and engineers. In the next few
sections we are not attempting to solve this debate,
rather we are trying to set out some simple guidelines.
The most important task for the room designer is to
listen to the client and not make assumptions about
what it is he or she is looking for.

6.8.2 Precision Listening Rooms

These are rooms where the primary goal is for the
listener to have as much confidence as possible that what
is heard is precisely what is being or has been recorded.
Frequently, users of these rooms are performing tasks
that require listening analytically to the program and
making decisions or judgments about what is heard.
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Examples of rooms in this category are recording control
rooms, mastering suites, and audio production rooms.
The state of the art at this writing does not permit us to
design transducers or electronics that are perfect so as to
afford the user 100% confidence that what is heard is
fully equivalent to what has been or is being recorded.
We can, however, design rooms that fully meet this
criterion. An anechoic chamber would indeed be 100%
neutral to the loudspeaker, allowing the user to hear
precisely and only what is coming out of the speaker.
The problem is that anechoic chambers are quite
possibly the most acoustically hostile places we can
imagine. It is difficult to spend a few minutes in an
anechoic chamber let alone try to be creative and make
artistic decisions about music in one. The challenge is to
build a room that will not significantly interact with the
loudspeaker by means of room modes or reflections that
arrive at the listening position and still be a place that is
subjectively acceptable to the user. There have been a
number of good approaches to this problem over the
years starting with LEDE™, 19 Reflection Free Zone™
(RFZ),20 and the Selectively Anechoic Space™.2! Later
came Tom Hidley’s neutral room or nonenvironment
design and more recently, David Moulton has proposed
his wide-dispersion design. These approaches all
endorse attenuating or completely eliminating all the
early reflections, creating a space that is essentially
anechoic when energized by the loudspeakers and
listened to in the prescribed position, but in all other
ways it is an average room. Reflections can be elimi-
nated or reduced at the listening position by changing the
angle of the reflector, by using an absorber, or by using a
diffuser. It should be noted that Angus questioned the
use of diffusion in controlling lateral reflections.?2

On the surface one might wonder why all sound
rooms are not built this way. The reason is that most
people do not listen to music analytically. In precision
rooms, music that is poorly recorded will sound that
way. One can certainly design rooms where the music
sounds better than it does in a precision room. There are
artifacts that one can build into a room that are subjec-
tively very pleasing, but they are part of the room and
not the recording. The recording engineer generally
wants to know what exactly is in the recording. The
engineer generally listens to the product in a number of
different environments before releasing it to insure that
it does hold up even under nonideal conditions.

So-called good sounding artifacts can be observed in
the frequency domain as well as the time domain. For
example, if a room has an audible room mode at 120 Hz
music might sound full and rich in the upper low end
and be quite pleasing, however the fullness is in the

room, not the recording. The recording may in fact be
“thin” or lacking in the low end because the room is
adding to the mix. In the time domain, a reflection that
occurs in the first 10 ms or so and comes from the side
(a lateral reflection) might result in a perception of a
stereo image that is much wider than the physical sepa-
ration of the speakers might allow. This might be
perceived as a very good sound stage, but it is an arti-
fact of the room and not of the recording.2?

Designing such a room is an art and a science. It is
beyond the scope of this book to detail a complete room
design protocol, however, the steps in designing such a
room must include:

1. Choosing a set of room ratios that yield a modal
distribution that will result in the best possible low
frequency performance.

2. Choosing a symmetrical room shape so that each
loudspeaker interacts with the room in exactly the
same way.

3. Choosing and placing acoustical treatment so that
the early reflections (at least the first 18 ms) are
attenuated at and are at least 18 dB below the direct
sound. Care should be taken to insure that the treat-
ment chosen exhibits a flat absorption character-
istic at the frequency range of interest and at the
angles of incidence. The energy time curve should
be measured to insure that the direct sound is not
compromised over the entire listening area.

4. Placing equipment and furniture in the room in
such a way as to not interfere with the direct sound.
It should be noted that the recording console is
often the most significant acoustical element in the
control room.

5. Insuring that there are enough live and diffusive
surfaces in the room so that the overall subjective
feel of the room is that of a normal room and not an
anechoic chamber.

6.8.3 Rooms for Microphones

Designers are frequently asked to design rooms that are
intended for recording or use with live microphones.
Recording studios, vocal booths, and even conference
rooms could be part of this category. The criteria in
these rooms are almost all subjective. End users want
rooms that sound good and that are comfortable to work
in. The acoustician is well advised to work with a good
interior decorator as a significant part of what makes
someone feel comfortable in a room is the way the room
is decorated and lit. Obviously noise control is a large
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part of the design criteria. There are a few general rules
that will help with the acoustics of these small rooms:

1. Like the precision rooms, these rooms will work
better if the proportions of the room result in
optimal modal distribution.

2. Unlike the precision rooms, studios and vocal
booths often work best when they are not
symmetrical.

3. Avoid parallel surfaces if possible.

4. Use treatment that is as linear as possible, both
statistically and by direct measurement of reflected
sound.

5. Avoid treating entire surfaces with a single form of
treatment. For example, covering an entire wall
with an absorber will usually be less effective than
treating some areas and leaving some alone.

6. Listen carefully to the kinds of words the end user
employs to describe the space either in terms of
what is desired or in terms of something that need
modification. Words like intimate, close, dark,
dead, quiet are usually associated with the use of
absorption. Words like open, live, bright, airy are
often used in conjunction with diffusion.

7. Placing absorption in the same plane as the micro-
phone will increase the apparent MFP and result in
a longer ITG (initial time gap). This often makes
the room seem larger. For example, in a vocal
booth that is normally used by standing talent,
place the absorption on the walls such that both the
talent and the microphone are in the same plane as
the absorptive area. In a conference room placing a
band of absorption around the room at seated head
height will help improve the ability to communi-
cate in the room.

6.9 Rooms for Entertainment

There was a serious temptation to call this section
“Rooms That Sound Good.” The temptation was
resisted to avoid the criticism that the section titles
would thus imply that precision rooms don’t sound
good. It is a matter of goals. As was pointed out, the
purpose of the precision room is analysis. This section
will cover rooms that are designed for entertainment.

Of course it is much more difficult to set out design
criteria for a good sounding room. As with any subjec-
tive goal it comes down to the tastes and preferences of

the end user. To a great extent how one approaches an
entertainment room depends on the type of system to be
used, and the type of entertainment envisioned. An
audiophile listening room will be treated differently
from a home theater. It should be noted that in the world
of home entertainment there exists a very rich audio
vocabulary. Some of the words that are used like
spaciousness and localization have meanings that are
consistent with the use of these words in the scientific
audio community. Subjective words like air, grain, defi-
nition, impact, and brittleness are much more ambig-
uous and are not yet mapped into the physical domain
so that we know how to control them. One of the chal-
lenges is when the end user wants two mutually exclu-
sive aspects optimized! The so-called Nippon-Gakki
experiments of 197924 quite elegantly showed how
different subjective effects can be created by simply
moving acoustic treatment to different locations in a
room, Fig. 6-19. Note that when localization is rated
good, spaciousness is rated poor and vice versa.

Some general points:

1. In home entertainment systems the distribution of
room modes is somewhat less important. Having
modal support in the low end although inaccurate
can result in rooms that sound fuller. This might
enhance a home theater system.

2. Absorption should be used sparingly. These rooms
should be quiet, not dead. If absorption is to be
used, it must be linear.

3.  Remember that everything in a room contributes to
the acoustics of the room. Most home entertain-
ment rooms will have plush furniture that will be a
significant source of absorption. The furnishings
should be in place before the final treatment is
considered.

The furnishings should be in place before the final
treatment is considered.

1. Lateral reflections should be emphasized by using
critically placed diffusers. Lateral reflections can
dramatically increase the sense of spaciousness in a
room.

2. Absorptive ceilings tend to create a sense of inti-
macy and a feeling of being in a small space. If this
is not desired, use some absorption to control the
very early reflections but leave the rest live.
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Figure 6-19. Summary of the results of the Nippon-Gakki psychoacoustical experiments.
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7.1 Introduction

With musical or spoken performances in auditoriums
and concert halls, acoustic evaluation is mainly based
on the subjective perception of audience and
performers. These judgements are generally not based
on defined criteria, but characterize the sensed tonal
perception. Besides the secondary factors influencing
the overall acoustic impression like, for instance,
comfortableness of the seats; air conditioning; interfer-
ence level; and optical, architectural, and stylistic
impression, it is especially the expectation of the
listener that plays a significant role for the acoustic
evaluation. If a listener in a classical concert is sitting
next to the woodwind instruments but hears the brass
instruments much louder, even though he cannot see
them, his expectations as a listener, and thus the acous-
tics are off. Numerous subjective and objective
room-acoustical criteria were defined and their correla-
tion determined in order to objectify these judgments.
However, these individual criteria are closely linked
with each other and their acoustic effects can neither be
exchanged nor individually altered. They become effec-
tive for judgment only in their weighted totality. The
judgment of the performers, on the other hand, can be
regarded as a kind of workplace evaluation.

Only the musician, singer or speaker who feels
completely at ease with all fringe factors will also praise
the acoustical quality. The main factors judged here are
the sound volume and the mutual listening, which is
also responsible for the intonation. An acoustically
adequate response from the auditorium has to be real-
ized for the performers so that this positive correspon-
dence supports the overall artistic experience. The
overall acoustic impression of his own work as it is
perceived in the reception area plays a very subordinate
role for the performer. What is important for him,
however, are rehearsal conditions where the acoustics
are as close as possible to those of the actual perfor-
mance and acoustical criteria that depend as little as
possible on the occupation density both in the audience
area as well as in the platform area.

Generally, a performance room must not show any
disturbing reflection characteristics like echo effects or
flutter echoes. All seats have to guarantee a good audi-
bility that is in good conformity with the auditory
expectation. This requires a balanced sound of high
clarity and an adequate spaciousness. Localization shifts
or deviations between acoustical and visual directional
impression must not occur. If the room is used as a
concert hall, the spatial unity between the auditorium
and the platform areas has to be maintained in order to
avoid sound distortions.

Based on these considerations and well-founded,
objective measurement technical examinations and
subjective tests, partially in reverberation-free rooms
within artificially generated sound fields, it is possible to
define room-acoustical quality criteria that enable an
optimum listening and acoustical experience in depen-
dence on the usage function of the room. The wider the
spectrum of usage is, the broader is the limit of the desir-
able reference value ranges of these criteria. Without
extensive variable acoustical measures—also electronic
ones—only a compromise brings about a somewhat
satisfactory solution. It stands to reason that this
compromise can only be as good as the degree in which
the room-acoustical requirements coincide with it.

A precondition for an optimum room-acoustical
design of auditoriums and concert halls is the very early
coordination in the planning phase. The basis here is the
establishment of the room’s primary structure according
to its intended use (room shape, volume, topography of
the spectators’ and the platform areas). The secondary
structure that decides the design of the structures on the
walls and ceilings as well as their acoustic effectiveness
has to be worked out on this basis. A planning method-
ology for guaranteeing the room-acoustical functional
and quality assurance of first-class concert halls and
auditoriums as well as rooms with a complicated
primary structure is reflected in the application of simu-
lation tests by means of mathematical and physical
models (see also Chapter 35 and Section7.3.1).

7.2 Room-Acoustical Criteria, Requirements

The acoustical evaluation by listeners and actors of the
acoustical playback-quality of a signal that is emitted
from a natural acoustic source or via electroacoustical
devices, is mostly very imprecise. This evaluation is
influenced by existing objective causes like disturbing
climatic, seating, and visibility conditions as well as by
subjective circumstances like, for instance, the subjec-
tive attitude and receptiveness towards the content and
the antecedents of the performance. Very differentiated
is the subjective rating of music, where the term good
acoustics is defined, depending on the genre, as a suffi-
cient sound volume, a good time and register clarity of
the sound, and a spaciousness that meets the composi-
tion. Timbre changes that deviate from the natural-
timbre of the acoustic sources and from the usual
distance dependence (high-frequency sounds are less
effective at a larger distance from the place of perfor-
mance than at closer range) are judged as being unnat-
ural, if traditional music is concerned. These
experiences determine also the listening expectation for
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a very spatial and reverberating sound in a large cathe-
dral, whereas one expects a dry sound in the open. Thus
deviations from this experience are regarded as being
bothersome. A listener seated in the front section of a
concert hall expects a clearer sound than one seated in a
rear section. On the other hand, however, he wants to
enjoy an optimally balanced acoustic pattern on all
seats, as he has grown up with the media and mainly
postprocessed sound productions that are independent
of the room, and thus acquired auditory expectations,
which do not allow an evaluation of the objectively
existing room.

The evaluation of speech is generally a bit easier,
since optimum audibility and clear intelligibility are
desired here in an atmosphere that is not influenced by
the room or electroacoustical means. Perhaps with the
exception of sacral rooms, the spaciousness generally
does not play such an outstanding role in this regard,
whereas sound volume and intelligibility are all the
more important.

Numerous room-acoustical criteria were defined in
order to clarify the terms applied for the subjective and
objective assessment of a spoken or musical perfor-
mance. In the following we have listed a relevant selec-
tion of them, in which context one should note that there
is a close correlation between the individual criteria.
One single optimally determined parameter may not at
all be acoustically satisfactory, because another param-
eter influences the judgement in a negative way. For
example, the optimum value range of center time and
definition can only be evaluated with a subjectively
correct estimated reverberation time. The guide values
of the reverberance measure are valid only if the clarity
measure Cg, is in the optimal range.

On principle, the room-acoustical quality criteria can
be subdivided into time and energy criteria. The main
type of use—speech or music—then determines the
recommendations for the guide values to be targeted.
With multi-purpose halls (without available variable
measures for changing the acoustics), a compromise is
required that should orient itself on the main type of use.

7.2.1 Time Criteria

7.2.1.1 Reverberation Time RTy,

The reverberation time RTy, is not only the oldest, but
also the most best-known room-acoustical quantity. It is
the time that passes after an acoustic source in a room
has been turned off until the mean steady-state
sound-energy density w(¢) has decreased to 1/1,000,000

of the initial value w or until the sound pressure has
decayed to 1/1.000—i. e., by 60 dB

w(RT) = 10 *w, . (7-1)

Thus the time response of the sound energy density
in reverberation! results as

—610gL
RT
w(t) = w,

!
B 713.82RT
= w,

(7-2)

The steady-state condition is reached only after the
starting time ¢, of the even sound distribution in a room
(approximately 20 sound reflections within 10 ms) after
the starting time of the excitation?

=1...2(0.17... 0.34).JV

where,
t, is in ms,
Vis in m? (ft3).

t (7-3)

st

The defined drop of the sound pressure level of
60 dB corresponds roughly to the dynamic range of a
large orchestra.3 The listener, however, can follow the
decay process only until the noise level in the room
becomes perceptible. This subjectively assessed param-
eter reverberation time duration thus depends on the
excitation level as well as on the noise level.

The required evaluation dynamic range is difficult to
achieve even with objective measuring, especially in the
low frequency range. Therefore, the reverberation time
is determined by measuring the sound level decay in a
range from —5 dB to —35 dB and then defined as RT; 45
(also RT;;). The initial reverberation time (IRT
according to Atal,2 RT, s 45 between —5 dB and —20 dB)
and the early decay time (EDT according to Jordan,?
RT,, 45 between 0 dB and —10 dB) are mostly more in
conformity with the subjective assessment of the dura-
tion of reverberation, especially at low-level volumes.
This also explains the fact that the reverberation time
subjectively perceived in the room may vary, while the
values measured objectively according to the classical
definition with a dynamic range of 60 dB or 30 dB are,
except admissible fluctuations, generally independent of
the location.

Serving as a single indicator for the principal charac-
terization of the room in an occupied or unoccupied
state, the reverberation time is used as the mean value
between the two octave bandwidths 500 Hz and
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1000 Hz or the four 'soctave bandwidths 500 Hz,
630 Hz, 800 Hz, and 1000 Hz, and referred to as the
mean reverberation time.

The desirable convenient value of the reverberation
time RT, depends on the kind of performance (speech
or music) and the size of the room. For auditoriums and
concert halls, the desired values of the mean reverbera-
tion time for between 500 Hz and 1000 Hz with a room
occupation of between 80% and 100% are given in
Fig. 7-1 and the admissible frequency tolerance ranges
are shown in Figs. 7-2 and 7-3. This shows that in order
to guarantee a specific warmth of sound with musical
performances, an increase of the reverberation time in
the low frequency range is admissible (see Section
7.2.1.2), while with spoken performances a decrease of
the reverberation time is desirable in this frequency
range (see Section 7.2.2.9).
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Figure 7-1. Recommended value of the mean reverbera-
tion time RT,.commended PEtWeen 500 Hz and 1000 Hz for
speech and music presentations as a function of room
volume V.
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The reverberation time of a room as defined by
Eyring mainly depends on the size of the room and on
the sound absorbing properties of the boundary surfaces
and nonsurface forming furnishings:

= @ @

ended

£§1.2 1

T/RTrecom
o
® -

R
o o O
N B

o

10 60 100 1000 10000
frequency in Hz

Figure 7-3. Frequency-dependent tolerance range of rever-
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presentations.
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(7-4)

where,

RTj, is the reverberation time in seconds,

Vis the room volume in cubic meters (cubic feet),

a is 4,,/S,,; which is the room-averaged coefficient of
absorption,

A,,, is the total absorption surface in square meters
(square feet),

S,,. 1s the total room surface in square meters (square
feet),

m is the energy attenuation factor of the air in m! (see

Fig. 7-4).

The correlation between the mean sound absorption
coefficient and the reverberation time for different rela-
tions between room volume / and total surface S,,, is
graphically shown in Fig. 7-5.

The total sound absorption surface of the room 4,,,
consists of the planar absorption surfaces with the corre-
sponding partial surfaces S, and the corresponding
frequency-depending coefficient of sound absorption
a,, plus the nonsurface forming absorption surfaces 4,
consisting of the audience and the furnishings.

Atot = Zansn + zAk
n k

(7-5)

For an average sound absorption coefficient of up to
a =0.25, the Eq. 7-4 by Eyring? can be simplified by
means of series expansion according to Sabine* to

_r
A, T4mV (7-6)

*0.049 for U.S. units

RT = 0.163%*
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where,

RTy, is the reverberation time in seconds,

V is the room volume in cubic meters (cubic feet),

A,,, is the total absorption surface in square meters
(square feet),

m is the energy attenuation factor of the air in m-!, Fig.
7-4

The correlation between the reverberation time R7y,
the room volume 7, the equivalent sound absorption
surface 4,,,, and the unavoidable air damping m is
graphically shown in Fig. 7-6.
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Figure 7-6. Correlation between reverberation time RT,

room volume V, and equivalent sound absorption area A,

according to Eq. 7-6.

The above stated frequency-dependent sound
absorption coefficient has to be determined by
measuring or calculation of the diffuse all-round sound
incidence. Measurement is generally done in the rever-
beration room by using Eq. 7-6. If the sound absorption
coefficient is measured by using an impedance tube (or
Kundt’s tube) with vertical sound incidence, the results
can only be converted to the diffuse sound incidence by
means of the diagrams of Morse and Bolt.2 One can
assume that the complex input impedance of the
absorber is independent of the angle—i. e., if the lateral
sound propagation is inhibited in the absorber (e.g.
porous material with a high-specific flow resistance).

Properly speaking, the above-mentioned derivatives
of the reverberation time from the sound absorption in
the room are only valid for approximately cube-shaped
rooms with an even distribution of the sound absorbing
surfaces within the room. With room shapes deviating
heavily from a square or a rectangle, or in case of a
necessary one-sided layout of the absorbing audience
area, these factors also have a decisive effect on the
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reverberation time. With the same room volume and the
same equivalent sound absorption surface in the room,
inclining the side wall surfaces towards the room’s
ceiling or towards the sound absorbing audience area
results in deviations of the measured reverberation time
of up to 100%. For numerous room shapes there exist
calculating methods with different degrees of exactness,
for example, for cylinder-shaped rooms.> The cause of
these differences lies mainly with the geometrical
conditions of the room and their influence on the
resulting path length of the sound rays determining the
reverberation.

The absorbed sound power P,;, of a room can be
derived from the ratio energy density w = sound energy
W/volume V under consideration of the differential
coefficient P, = dW/dt representing the rate of energy
decay in the room and taken from Eqgs. 7-5 and 7-6.
P, = lch (7-7)

ab 4
where,
¢ is the sound velocity.

In steady-state, the absorbed sound power is equal to
the power P fed into the room. This results in the
average sound energy density w, in the diffuse sound
field of the room as

=4

w,
cA

(7-8)

While the sound energy density w, in the diffuse
sound field is approximately constant, the direct sound
energy and thus also its density w, decreases at close
range to the source with the square of the distance r
from the source, according to

P 1
Wd—zx

- (7-9)
4nr

Strictly speaking, this is valid only for spherical
acoustic sources;® given a sufficient distance it can be
applied, however, to most practically effective acoustic
sources.

For the sound pressure in this range of predomi-
nantly direct sound, this results in a decline with 1/r.
(Strictly speaking, this decline sets in only outside of an
interference zone, the near field. The range of this near
field is of the order of the dimensions of the source and
0.4 m away from its center.)

If the direct sound and the diffuse sound energy
densities are equal (w;=w,), Eqs. 7-8 and 7-9 can be

equated, which means it is possible to determine a
specific distance from the source or the reverberation
radius (critical distance for omnidirectional sources) ;.
With a spherical acoustic source there is

* | A
}"H:(O3) E{

~ (0.3*)J5E6

~0.041(0.043%)./4

~0.057(0.01%) |-
RT

* for U. S. units
where,
ry is in meters or feet,
A is in square meters or square feet,
V' is in cubic meters of cubic feet,
RT is in seconds.

(7-10)

With a directional acoustic source (loudspeaker,
sound transducer), this distance is replaced by the crit-
ical distance ry

'p = F(S)A/Y(”H)

where,

T'(9) is the angular directivity ratio of the acoustic
source—the ratio between the sound pressure that is
radiated at the angle 0 against the reference axis and
the sound pressure that is generated on the reference
axis at the same distance, in other words, the polars,

v is the front-to-random factor of the acoustic source.

(7-11)

7.2.1.2 Bass Ratio (BR) (Beranek)

Besides the reverberation time R7, at medium frequen-
cies, the frequency response of the reverberation time is
of great importance, especially at low frequencies, as
compared to the medium ones. The bass ratio—i. e., the
ratio between the reverberation times at octave center
frequencies of 125 Hz and 250 Hz and octave center
frequencies of 500 Hz and 1000 Hz (average reverbera-
tion time)—is calculated basing on the following rela-
tion:”

BR = RT125H2+RT250H2

(7-12)
RT500 -+ RT 1000142

For music, the desirable bass ratio is BR ~ 1.0-1.3.
For speech, on the other hand, the bass ratio should at
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most have a value of BR ~ 0.9-1.0.

7.2.2 Energy Criteria

According to the laws of system theory, a room can be
acoustically regarded as a linear transmission system
that can be fully described through its impulse response
h(?) in the time domain. If the unit impulse 8(¢) is used
as an input signal, the impulse response is linked with
the transmission function in the frequency domain
through the Fourier transform

G(0) = F{h(1)} (7-13)
where,
h(t) = F ' {G(0)}

_ __1__ (jot)do
21 J. G(o) '

—0

As regards the measuring technique, the room to be
examined is excited with a very short impulse (delta
unit impulse) and the impulse response A(?) is deter-
mined at defined locations in the room, Fig. 7-7.

Impulse response
Dirac impulse -
—_—

Black box (audience hall)
Figure 7-7. Basic solution of signal theory for identification
of an unknown room.

Here, the impulse response contains the same infor-
mation as a quasi-statically measured transmission
frequency response.

Generally, the time responses of the following
sound-field-proportionate factors (so-called reflecto-
grams) are derived from measured or calculated room
impulse responses /(?)

Sound pressure: p(z) = h(t) (7-14)
Sound energy density: w(t) = hz(t) (7-15)
Ear-inertia weighted sound intensity:

T [E} dt’

2, ,.0 T

JTONJh 3 (7-16)

0
where,

T, 15 35 ms.

T
Sound energy: W(t)~ Ihz(t’)dt’

0

(7-17)
Basic reflectogram figures are graphically shown in
Fig. 7-8.

p (1) w (1)

t — t—

W, (t

t—e t—

Figure 7-8. Behavior of sound field quantity versus time
(reflectograms) for sound pressure p(t), sound energy
density w(t), ear-inertia weighted sound intensity J_(7)
and sound energy W,(t).

In order to simplify the mathematical and
measuring-technical correlations, a sound-energy-
proportional factor is defined as sound energy compo-
nent E,. Being a proportionality factor of the sound
energy, this factor shows the dimension of an acoustical
impedance and is calculated from the sound pressure
response p(f).

t
Sound energy component E, = Ipz(t)dt (7-18)

0
where,
¢ is in ms.

For determining a sound-volume-equivalent energy
component, ¢ has to be set to equal co. In practical
rooms of medium size, ' = 800 ms is sufficient.

For measuring of all speech-relevant room-acous-
tical criteria, an acoustic source with the
frequency-dependent directivity pattern of a human
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speaker has, on principle, to be used for exciting the
sound field, while with musical performances it is suffi-
cient to use a nondirectional acoustic source for the first
approximation.

The majority of the room-acoustical quality criteria
is based on the monaural, directionally unweighted
assessment of the impulse response. Head-related
binaural criteria are still an exception. The influence of
the sound-incidence direction of early initial reflections
on room-acoustical quality criteria is principally known.
Since subjective evaluation criteria are still missing to a
large extent, this may also be generally disregarded
when measuring or calculating room impulse responses.
For the determination of most of the relevant criteria,
the energetic addition of the two ear signals of an artifi-
cial head is sufficient.

Just like the directional dependence, the frequency
dependence of the room-acoustical energy criteria has
also not been researched in depth, so that it is generally
sufficient at the moment to evaluate the octave with the
center frequency of 1000 Hz.

7.2.2.1 Strength Measure (G) (P. Lehmann)

The strength measure G is the ten-fold logarithmic ratio
between the sound energy components at the measuring
location and those measured at 10 m distance from the
same acoustic source in the free field. It characterizes
the volume level

) ab

Here, E,, 1, is the reference sound energy compo-
nent existing at 10 m (32.8 ft) distance with the free
sound transmission of the acoustic source.

E
G = 1010g( - (7-19)

00,10 m

The optimum values for musical and speech perfor-
mance rooms are located between +1 dB <G <+10 dB
which means that the loudness at any given listener’s
seat in real rooms should be roughly equal to or twice as
high as in the open at 10 m (32.8 ft) distance from the
sound source.8?

7.2.2.2 Sound Pressure Distribution (AL)

The decrease of sound pressure level AL in dB describes
the distribution of the volume at different reception
positions in comparison with a reference measuring
position or also for a specific measuring position on the
stage in comparison with others. If the sound energy

component at the reference measuring position or for
the reference measuring position on stage is labeled
with £, and at the reception measuring position or for
the measuring position on stage with E, one calculates a
sound pressure level distribution AL

E
AL = 101og(E—°°0) dB. (7-20)

\’X)’

It is advantageous for a room if AL for speech and
music is in a range of 0 dB > AL > -5 dB.

7.2.2.3 Interaural Cross-Correlation Coefficient (IACC)

The IACC is a binaural, head-related criterion and
serves for describing the equality of the two ear signals
between two freely selectable temporal limits ¢, and ¢,.
In this respect, however, the selection of these temporal
limits, the frequency evaluation as well as the subjective
statement, are not clarified yet. In general, one can
examine the signal identity for the initial reflections
(¢, =0 ms, t, = 80 ms) or for the reverberation compo-
nent (¢, > ¢, t, 2 RTy, [see Section 7.2.1.1]). The
frequency filtration should generally take place in
octave bandwidths of between 125 Hz and 4000 Hz.

The standard interaural cross-correlation function
IACF!0.11 jg defined as

5
[pL(t) x pat+o)dt

IACF, , (v) = ;_1 - (7-21)
2 2
2 2
ij (t)dthpR (£)dt
f f

where,

p(?) is the impulse response at the entrance to the left
auditory canal,

pr(9) is the impulse response at the entrance to the right
auditory canal.

Then the interaural cross-correlation coefficient
IACC is
IACCt]t2 = max’IACFtltz(t)‘

for -1 ms <t <+1 ms.
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7.2.2.4 Center Time (t,) (Kiirer)

For music and speech performances, the center time ¢, is
a reference value for spatial impression and clarity and
results at a measuring position from the ratio between
the summed-up products of the energy components of
the arriving sound reflections and the corresponding
delay times and the total energy component. It corre-
sponds to the instant of the first moment in the squared
impulse response and is thus determined according to
the following ratio:

Zt'Ei
t = i

s
Eges

(7-22)

The higher the center time ¢, is, the more spatial the
acoustic impression is at the listener’s position. The
maximum achievable center time ¢, is based on the
optimum reverberation time. According to Hoffmeier,!2
there is a good correlation between center time and
intelligibility of speech with a frequency evaluation of
four octaves between 500 Hz, 1000 Hz, 2000 Hz, and
4000 Hz.

For music, the desirable center time ¢, is t, = 70 to
150 ms with a 1000 Hz octave, and for speech ¢, = 60 to
80 ms with four octaves between 500 and 4000 Hz.

7.2.2.5 Echo Criterion (EK) (Dietsch)

If we look at the build-up function of the center time

t(7):

[Ipl"(0)at
(1) = &

[Ip(ol"dt

0

(7-23)

where,
the incoming sound reflection n = 0.67 with speech and
n =1 with music.

Comparing it with the difference quotient

At (1)
At
we can discern echo distortions for music or speech

when applying values of A¢; = 14 ms for music and
Aty = 9 ms for speech, ascertained by subjective

EK(t) = (7-24)

tests.!3 The echo criterion depends on the motif. With

fast and accentuated speech or music, the limit values

are lower.

For 50% (EK5.,) and 10% (EK ), respectively, of
the listeners perceiving this echo, the limit values of the
echo criterion amount to:

» Echo perceptible with music for EKsq, >1.8;
EK s, > 1.5 for two octave bands 1 kHz and 2 kHz
mid frequencies.

* Echo perceptible with speech for FEKjq, >1.0;
EK 49, > 0.9 for one octave band 1 kHz.

7.2.2.6 Definition Measure Cs, for Speech (Ahnert)

The definition measure Cs, describes the intelligibility
of speech and also of singing. It is generally calculated
in a bandwidth of four octaves between 500 Hz and
4000 Hz from the tenfold logarithm of the ratio between
the sound energy arriving at a reception measuring posi-
tion up to a delay time of 50 ms after the arrival of the
direct sound and the following energy:

C:, = 101 Eso d 2
50 0og m B (7- 5)

A good intelligibility of speech is generally given when
Cs, 2 0dB.

The frequency-dependent definition measure Cs,
should increase by approximately 5 dB with octave
center frequencies over 1000 Hz (starting with the
octave center frequencies 2000 Hz, 4000 Hz, and
8000 Hz), and decrease by this value with octave center
frequencies below 1000 Hz (octave center frequencies
500 Hz, 250 Hz, and 125 Hz).

According to Hohne and Schroth,* the limits of the
perception of the difference of the definition measure
are at AC5, = 2.5 dB.

An equivalent, albeit less used criterion, is the
degree of definition D, also called Dy, that results from
the ratio between the sound energy arriving at the recep-
tion measuring position up to a delay time of 50 ms
after the arrival of the direct sound and the entire energy
(given in %) is

D:@
E

o0

(7-26)

The correlation with the definition measure Cy, is deter-
mined by the equation
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_ DSO
Csp = 10log[ —>—) dB (7-27)

5

One should thus strive for an intelligibility of syllables
of at least 85%, D = Dy, > 0.5, or 50%.

7.2.2.7 Speech Transmission Index (STI) (Houtgast,
Steeneken)

The determination of the STI values is based on
measuring the reduction of the signal modulation
between the location of the sound source—e.g., on
stage—and the reception measuring position with octave
center frequencies of 125 Hz up to 8000 Hz. Here
Steeneken and Houtgast!> have proposed to excite the
room or open space to be measured with a special modu-
lated noise and then to determine the reduced modula-
tion depth.

The authors proceeded on the assumption that not
only reverberation and noise reduce the intelligibility of
speech, but generally all external signals or signal
changes that occur on the path from source to listener.
For ascertaining this influence they employ the modula-
tion transmission function (MTF) for acoustical
purposes. The available useful signal S (signal) is put
into relation with the prevailing interfering signal N
(noise). The determined modulation reduction factor
m(F) is a factor that characterizes the interference with
speech intelligibility

m(F) = ! y !

[ (2nF(R T))2 (SRR
1+( 13.8 1+10 1048
where,

F is the modulation frequency in hertz,
RTy, is the reverberation time in seconds,
SNR is the signal/noise ratio in dB.

(7-28)

To this effect one uses modulation frequencies from
0.63 Hz to 12.5 Hz in third octaves. In addition, the
modulation transmission function is subjected to a
frequency weighting (WMTF—weighted modulation
transmission function), in order to achieve a complete
correlation to speech intelligibility. In doing so, the
modulation transmission function is divided into
7 octave bands, which are each modulated with the
modulation frequency.!4 This results in a matrix of
7 x 14 = 98 modulation reduction factors, m,.

The (apparent) effective signal-noise ratio X can be
calculated from the modulation reduction factors m;

m-
X, = 1010g(ﬁ) dB (7-29)
1

These values will be averaged and for the seven
octave bands the Modulation Transfer Indices
MTI= (X, yerag. T 15)/30, are calculated. After a
frequency weighting in the seven bands (partially sepa-
rated for male or female speech) you obtain the Speech

Transmission Index, ST1.

The excitation of the sound field is done by means of
a sound source having the directivity behavior of a
human speaker’s mouth.

In order to render twenty years ago this relatively
time consuming procedure in real-time operation, the
RASTI-procedure (rapid speech transmission index)
was developed from it in cooperation with the company
Briiel & Kjaer.!¢ The modulation transmission function
is calculated for only 2 octave bands (500 Hz and 2 kHz)
which are especially important for the intelligibility of
speech and for select modulation frequencies—i.e., in all
for only nine modulation reduction factors mi. However,
this measure is used increasingly less.

Note: Schroeder4? could show that the 98 modula-
tion reduction factors m(F) may also be derived from a
measured impulse response

(e ™ dt

m(F) = 2 (7-30)

j "0t

0

This is done now with modern computer-based
measurement routines like MLSSA, EASERA, or
Win-MLS.

A new method to estimate the speech intelligibility
measures an impulse response and derives STI values
with the excitation with a modulated noise. The
frequency spectrum of this excitation noise is shown in
Fig. 7-9.

You recognize 20ctave band noise, radiated through
the sound system into the room. By means of a mobile
receiver at any receiver location the STIPa values can
be determined.®® Any layman may use this method and
no special knowledge is needed. It is used more and
more to verify the quality of emergency call systems
(EN 60849),33 especially in airports, stations or large
malls.

According to the definition the STI-value is calcu-
lated by using the results of Eq. 7-29
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Figure 7-9. STIPa signal in frequency presentation.
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STI =

(7-31)

Based on the comparison of subjective examination
results with a maximum possible intelligibility of sylla-
bles of 96%, the STI values are graded in subjective
values for syllable intelligibility according to Table 7-1
(EN ISO 9921: Feb. 2004).

Table 7-1. Subjective Weighting for STI

Subjective Intelligibility STI Value
unsatisfactory 0.00-0.30
poor 0.30-0.45
satisfactory 0.45-0.60
good 0.60-0.75
excellent 0.75-1.00

7.2.2.8 Articulation Loss, Alcons, with Speech (Peutz,
Klein)

Peutz!7 and Klein!® have ascertained that the articula-
tion loss of spoken consonants Alcons is decisive for the
evaluation of speech intelligibility in rooms. Starting
from this discovery they developed a criterion for the
determination of intelligibility:

rLH\?
Alcons = 0.652(7—> RTg, % (7-32)

H
where,
ry 1s the distance sound source-listener,

ry is the reverberation radius or, in case of directional
sound sources, critical distance 7,

RT, is the reverberation time in seconds.

From the measured room impulse response one can
determine Alcons according to Peutz,!7 if for the direct
sound energy one applies the energy after about 25 ms
to 40 ms (default 35 ms), and for the reverberation
energy the residual energy after 35 ms

Eoo B E35
Alcons ~ 0.652(E—)RT60 % (7-33)

35

Assigning the results to speech intelligibility yields
Table 7-2.

Table 7-2. Subjective Weighting for Alcons

Subjective Intelligibility Alcons
Ideal intelligibility <3%
Good intelligibility 3-8%
Satisfactory intelligibility 8-11%
Poor intelligibility >11%

Worthless intelligibility >20% (limit value 15%)

Long reverberation times entail an increased articu-
lation loss. With the corresponding duration, this rever-
beration acts like noise on the following signals and
thus reduces the intelligibility.

Fig. 7-10 shows the articulation loss, Alcons, as a
function of the SNR and the reverberation time R7.
The top diagram allows us to ascertain the influence of
the difference L (diffuse sound level) — Ly (noise level)
and of the reverberation time R7y, on the Alcons value,
which gives ALconsy,,. Depending on how large the
SNR (L — Lgy) is, this value is then corrected in the
bottom diagram in order to obtain Alconsp, . The
noise and the signal level have to be entered as dBA
values.

The illustration shows also that with an increase of
the SNR to more than 25 dB, it is practically no longer
possible to achieve an improved intelligibility. (In
praxis, this value is often even considerably lower, since
with high volumes, for example above 90 dB, and due
to the heavy impedance changes in the middle ear that
set on here as well as through the strong bass emphasis
that occurs owing to the frequency-dependent ear
sensitivity.)

7.2.2.9 Subjective Intelligibility Tests

A subjective evaluation method for speech intelligibility
consists in the recognizability of clearly spoken
pronounced words (so-called test words) chosen on the
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Figure 7-10. Articulation loss Alcons as a function of the
level ratio between diffuse sound L, and direct-sound level
Lp, reverberation time RTq, and noise level L.

basis of the word-frequency dictionary and a
language-relevant phoneme distribution. In German
intelligibility test logatoms (monosyllable conso-
nant-vowel-groups that do not readily make sense, so
that a logical supplementation of logatoms that were not
clearly understood during the test is not possible—e.g.,
grirk, spres) are used for exciting the room. In
English-speaking countries, however, test words as
shown in Table 7-3 are used.!® There are between 200
and 1000 words to be used per test. The ratio between
correctly understood words (or logatoms or sentences)
and the total number read yields the word or syllable or
sentence intelligibility V rated in percentages. The intel-
ligibility of words V};, and the intelligibility of sentences
V' can be derived from Fig. 7-11.

Table 7-3. Examples of English Words Used in Intelli-
gibility Tests

aisle done jam ram tame
barb dub law ring toil
barge feed lawn rip ton
bark feet lisle rub trill
baste file live run tub
bead five loon sale vouch
beige foil loop same vow
boil fume mess shod whack
choke fuse met shop wham
chore get neat should woe
cod good need shrill woke
coil guess oil sip would
coon hews ouch skill yaw
coop hive paw soil yawn
cop hod pawn soon yes
couch hood pews soot yet
could hop poke soup zing
cow how pour spill Zip
dale huge pure still
dame jack rack tale
96 P ——
Pl ///
80 =
i
2 6 £
: /
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; 40
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Figure 7-11. Assessment of the quality of speech intelligi-
bility as a function of syllable intelligibility V,, word intelligi-
bility V\,, and sentence intelligibility V.

Table 7-4 shows the correlation between the intelligi-
bility values and the ratings.
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Table 7-4. Correlation between the Intelligibility
Values and the Ratings

Rating Syllable Sentence Word
Intelligibility  Intelligibility Intelligibility

V,in% Vsin % Viyin %

Excellent 90-96 96 94 -96
Good 67-90 95-96 87-94
Satisfactory 48-67 92-95 78-87
Poor 34-48 89-92 67 78
Unsatisfactory 0-34 0-89 0-67

The results of the subjective intelligibility test are
greatly influenced by speech velocity which includes the
number of spoken syllables or words within the articula-
tion time (articulation velocity) and the break time.
Therefore so-called predictor sentences are often used to
precede the words or logatoms that are not part of the
test. These sentences consist of three to four syllables
each, for example: “Mark the word...”, “Please write
down...,” “We’re going to write....” Additionally to
providing a continuous flow of speech, this also serves
for guaranteeing that the evaluation takes place in an
approximately steady-state condition of the room.

There is a close correlation between the subjectively
ascertained syllable intelligibility and room-acoustical
criteria. For example, a long reverberation time reduces
the syllable intelligibility20 Fig. 7-12 owing to the
occurrence of masking effects, despite an increase in
loudness, see Eq. 7-8.

Quite recently, comprehensive examinations
concerning the frequency dependence of speech-
weighting room-acoustical criteria were conducted in
order to find the influence of spatial sound coloration.!2
It was ascertained that with broadband frequency
weighting between 20 Hz and 20 kHz the definition
measure Cs, (see Section 7.2.2.6) correlates very insuf-
ficiently with the syllable intelligibility. Through a
frequency evaluation across three to four octaves
around a center frequency of 1000 Hz, however, the
influence of the sound coloration can sufficiently be
taken into account. Even better results regarding the
subjective weightings are provided by the frequency
analysis, if the following frequency responses occur,
Fig. 7-13.

As the definition declines with rising frequency due
to sound coloration, the intelligibility of speech is also
low (bad intelligibility — 3). This includes also the
definition responses versus frequency with a maximum
value at 1000 Hz, poor intelligibility — 4 in Fig. 7-13.

The definition responses versus rising frequency to

syllable intelligibility factor
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Figure 7-12. Syllable intelligibility factor as a function of

reverberation time.
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Figure 7-13. Correlation between attainable intelligibility

and frequency dependence of the definition measure Cg,.

be aimed at for room-acoustical planning should either
be constant (good intelligibility — 1) or increasing
(very good intelligibility — 2). With regard to auditory
psychology, this result is supported by the importance
for speech intelligibility of the consonants situated in
this higher-frequency range.

The determination of speech intelligibility through
the definition measure Cs, can easily lead to faulty
results as the mathematical integration limit of 50 ms is
not a jump function with regards to intelligibility
without knowledge of the surrounding sound reflection
distribution.

The best correlation with the influence of the spatial
sound coloration exists between the subjective speech
intelligibility and the center time # (see Section 7.2.2.4)
with a frequency weighting between the octave of
500 Hz to the octave of 4000 Hz. According to Hoft-
meier,!2 the syllable intelligibility /" measured at the
point of detection is then calculated as

V = 0.96 x Vsp X Vonr X Va

(7-34)
where,
V,, is the influence factor of the sound source (trained

speaker V, = 1, untrained speaker V, ~ 0.9),
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Veng 1s the influence factor of the useful level (speech
level) L, and of the disturbance level L, according to
Fig. 7-14,6
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Figure 7-14. Syllable intelligibility factor V¢ as a function of
speech sound pressure level Lg and noise pressure level Ly,.

The correlation shown in Fig. 7-15 can also be
derived between articulation loss and syllable intelligi-
bility. For low reverberation times, syllable intelligi-
bility is almost independent of the articulation loss. An
inverse correlation behavior sets in only with increasing
reverberation time. It is evident that with the usual
Alcons values between 1% and 50%, syllable intelligi-
bility can take on values between 68% and 93%
(meaning a variation of 25%) and that for an articula-
tion loss <15% (the limit value of acceptable intelligi-
bility) the syllable intelligibility V' reaches always,
independently of the reverberation time, values over
75% which corresponds roughly to a definition measure
of C5p>—4 dB.

This correlation can also be seen in Fig. 7-16, which
shows the correlation between measured RASTI-values
and articulation loss Alcons. One sees that acceptable
articulation losses of 4lcons <15% require RASTI values
in the range from 0.4 to 1 (meaning between satisfactory
and excellent intelligibility). Via the equation

RASTI = 0.9482 —0.1845In(Alcons) (7-35)

it is also possible to establish an analytical correlation
between the two quantities. In good approximation this
relationship may be used not only for RASTI but for
STI as well.
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Figure 7-15. Syllable intelligibility /s as a function of the
articulation loss Alcons. Parameter: reverberation time
RTg,- Preconditions: approximate statistical reverberation

behavior; signal-to-noise ratio (SNR) > 25 dB.
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Figure 7-16. Relationship between Alcons values and
RASTI values.

exellent

7.2.2.10 Clarity Measure (C80) for Music (Abdel Alim)

The clarity measure Cg,?! describes the temporal trans-
parency of musical performances (defined for an octave
center frequency of 1000 Hz) and is calculated from the
tenfold logarithm of the ratio between the sound energy
arriving at a reception measuring position up to 80 ms
after the arrival of the direct sound and the following
sound energy.
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—f—‘@—-—) dB (7-36)

Cgo = 10lo (
80 g E, - Eq
The value for a good clarity measure Cy, depends
strongly on the musical genre. For romantic music, a
range of approximately —3 dB < C80 <+4 dB is
regarded as being good, whereas classic and modern
music will allow values up to + 6 to +8 dB.

According to Hohne and Schroth, !4 the perception
limit of clarity measure differences is about
ACq = +3.0 dB.

According to Reichardt et al.,22 there is an analytical
correlation between the clarity measure Cy, and the
center time fg, as given by

Cyo = 10.83 0954,

(7-37)
114 -10.53Cg,

ls
where,
Cy is in dB,
tgis in ms.

This correlation is graphically depicted in Fig. 7-17.

Center time in msec

Clarity Cgq in dB
Figure 7-17. Center time tg as a function of the clarity
measure Cgj,.

7.2.2.11 Sound Coloration Measures (KT) and (KH) for
Music (Schmidt)

The sound coloration measures23 evaluate the
volume-equivalent energy fractions of the room impulse
response of low- and high-frequency components (K,
octave around 100 Hz and K}, octave around 3150 Hz,
respectively) related to a medium-frequency range in an
octave bandwidth of 500 Hz.

E
K, = lOlog(w)dB (7-38)

o0, 500 HZ

E
Ky; = 10log =231 g (7-39)

E, so0mz

The measures correlate with the subjective impres-
sion of the spectral sound coloration conditioned by the
acoustical room characteristics. Optimum values are
Krpy=-3to+3dB.

7.2.2.12 Spatial Impression Measure (R) for Music (U.
Lehmann)

The spatial impression measure R24.25 consists of the
two components spaciousness and reverberance. The
spaciousness is based on the ability of the listener to
ascertain through more or less defined localization that
a part of the arriving direct sound reaches him not only
as direct sound from the sound source, but also as
reflected sound from the room’s boundary surfaces (the
perception of envelopment in music). The reverberance
is generated by the nonstationary character of the music
that constantly generates build-up and decaying
processes in the room. As regards auditory perception, it
is mainly the decaying process that becomes effective as
reverberation. Both components are not consciously
perceived separately, their mutual influencing of the
room is very differentiated.2® Among the energy frac-
tions of the sound field that increase the spatial impres-
sion are the sound reflections arriving after 80 ms from
all directions of the room as well as sound reflections
between 25 ms and 80 ms, that are geometrically situ-
ated outside a conical window of £40°, whose axis is
formed between the location of the listener and the
center of the sound source. Thus all sound reflections up
to 25 ms and the ones from the front of the
above-mentioned conical window have a diminishing
effect on the spatial impression of the room. The tenfold
logarithm of this relation is then defined as the spatial
impression measure R in dB.

(E—Ess) = (Egor = Epsg)
Eys+ (Egor = Epsg)

R = 1010g[ } dB  (7-40)

where,

Ej is the sound energy fraction measured with a direc-
tional microphone (beaming angle +£40° at 500 Hz to
1000 Hz, aimed at the sound source).

One achieves a mean (favorable) room impression if
the spatial impression measure R is within a range of
approximately =5 dB <R < +1 dB.
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Spatial impression measures below —5 dB up to
—10 dB are referred to as being less spatial, others
between +1 dB up to +7 dB as very spatial.

7.2.2.13 lLateral Efficiency (LE) for Music (Jordan), (LF)
(Barron) and (LFC) (Kleiner)

For the subjective assessment of the apparent extension
of a musical sound source—e.g., on stage—the early
sound reflections arriving at a listener’s seat from the side
are of eminent importance as compared with all other
directions. Therefore the ratio between the laterally
arriving sound energy components and those arriving
from all sides, each within a time of up to 80 ms, is deter-
mined and its tenfold logarithm calculated therefrom.

If one multiplies the arriving sound reflections with
cos?o, being the angle between the direction of the
sound source and that of the arriving sound wave, one
achieves the more important evaluation of the lateral
reflections. With measurements this angle-dependent
evaluation is achieved by employing a microphone with
bi-directional characteristics.

Lateral Efficiency, LE, is

LE = Egopi— Espi

(7-41)
E80

where,
Eg, is the sound energy component measured with a
bidirectional microphone (gradient microphone).

The higher the lateral efficiency, the acoustically
broader the sound source appears. It is of advantage if the
lateral efficiency is within the range of 0.3 <LE < 0.8.

For obtaining a uniform representation of the energy
measures in room acoustics, these can also be defined as
lateral efficiency measure 10log LE. Then the favorable
range is between —5 dB < 10 log LE < -1 dB.

According to Barron it is the sound reflections
arriving from the side at a listener’s position within a
time window from 5 ms to 80 ms that are responsible
for the acoustically perceived extension of the musical
sound source (contrary to Jordan who considers a time
window from 25 ms to 80 ms). This is caused by a
different evaluation of the effect of the lateral reflec-
tions between 5 ms and 25 ms.

The ratio between these sound energy components is
then a measure for the lateral fraction LF:

LF = Egopi = Espi

(7-42)
ESO

where,

Ej; is the sound energy component, measured with a
bidirectional microphone (gradient microphone).

It is an advantage if LF is within the range of
0.10 < LF £0.25, or, with the logarithmic representa-
tion of the lateral fraction measure 10logLF, within
—10 dB < 10log LF <—6 dB.

Both lateral efficiencies LE and LF have in common
that, thanks to using a gradient microphone, the resulting
contribution of a single sound reflection to the lateral
sound energy behaves like the square of the cosine of the
reflection incidence angle, referred to the axis of the
highest microphone sensibility.2? Kleiner defines, there-
fore, the lateral efficiency coefficient LFC in better
accordance with the subjective evaluation, whereby the
contributions of the sound reflections vary like the
cosine of the angle.

80
[ 10y x p(n]

LFC = 3 (7-43)

ESO

7.2.2.14 Reverberance Measure (H) (Beranek)

The reverberance measure describes the reverberance
and the spatial impression of musical performances. It is
calculated for the octave of 1000 Hz from the tenfold
logarithm of the ratio between the sound energy compo-
nent arriving at the reception measuring position as
from 50 ms after the arrival of the direct sound and the
energy component that arrives at the reception position
within 50 ms.

Eso_ESO
H = 101og(—) dB
E50

(7-44)

In contrast to the definition measure Cs, an
omnisource is used during the measurements of the
reverberance measure /.

Under the prerequisite that the clarity measure is
within the optimum range, one can define a guide value
range of 0 dB < H <+4 dB for concert halls, and of
-2 dB < H < +4 dB for musical theaters with optional
use for concerts. A mean spatial impression is achieved
if the reverberation factor H is within a range of
-5dB<H<+2dB.

Schmidt? examined the correlation between the
reverberance measure H and the subjectively perceived
reverberation time RT,,, Fig. 7-18. For a reverberance
measure H = 0 dB, the subjectively perceived reverbera-
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tion time coincides with the objectively measured rever-
beration time.
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Figure 7-18. Subjectively perceived reverberation time
RT,,p; as a function of reverberance measure H and objec-
tive reverberation time RTg, as a parameter.

7.2.2.15 Register Balance Measure (BR) (Tennhardlt)

With musical performances, the relation of the partial
volumes of individual orchestra instrument groups
between each other and to the singer is an important
quality criterion for the balance (register balance) and is
defined by the frequency-dependent time structure of
the sound field.2® The register balance measure BR
between two orchestra instrument groups x and y is
calculated from the A-frequency weighted volume-
equivalent sound energy components of these two
groups, corrected by the reference balance measure B, ,
of optimum balance.

Bpyy = 101og(E°°x)dB(A) +B (7-45)
) Ewy xy
where,
B,, is in dBA.
Group x
A B C D S
A - —-5.8 1.5 0 28
Group y B 58 - 73 5.8 3.0
C -1.5 -13 - -1.5 —43
D 0 -58 15 - -2.8
S 2.8 =30 4.3 2.8 —

Group A: String instruments,
Group B: Woodwind instruments,
Group C: Brass instruments,

Group D: Bass instruments,
Group S: Singers.

Significant differences in balance do not occur if
4 dBA < By <-4 dBA and if this tendency occurs
binaurally.

7.3 Planning Fundamentals

7.3.1 Introduction

When planning acoustical projects one has to start out
from the fundamental utilization concept envisaged for
the rooms. In this respect one distinguishes between
rooms intended merely for speech presentation, rooms
to be used exclusively for music performances, and a
wide range of multipurpose rooms.

In the following we are going to point out the most
important design criteria with the most important
parameters placed in front. Whenever necessary the
special features of the different utilization profiles will
be particularly referred to.

Strictly speaking, acoustical planning is required for
all rooms as well as for open-air facilities, only the
scope and the nature of the measures to be taken vary
from case to case. The primordial task of the acoustician
should, therefore, consist in discussing the utilization
profile of the room with the building owner and the
architect, but not without taking into consideration that
this profile may change in the course of utilization, so
that an experienced acoustician should by no means fail
to pay due attention to the modern trends as well as to
the utilization purposes which may arise from or have
already arisen from within the environs of the new
building or the facility to be refurbished, respectively.

On the one hand it is certainly not sensible for a
small town to try to style the acoustical quality of a hall
to that of a pure concert hall, if this type of event will
perhaps take place no more than ten times a year in the
hall to be built. In this case a multipurpose hall whose
acoustical properties enable symphonic concerts to be
performed in high quality is certainly a reasonable solu-
tion, all the more if measures of variable acoustics and
of the so-called electronic architecture are included in
the project.

In rooms lacking any acoustical conditioning what-
soever, on the other hand, many types of events can be
performed only with certain reservations, which have to
be declined from the acoustical point of v